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IntroductionDeterminants have a long history in mathematics and arise in numerous applications. Consequently, theyhave been researched extensively which has yielded e�cient algorithms for determinant computation of dif-ferent matrix classes. Here we are not interested in the value of a determinant of �xed integer order butrather in the determinant formula of a specially structured matrix of symbolic dimension n. It is assumedthat a certain simple structure of a matrix yields a corresponding special structure for its determinant for-mula. This problem has been investigated very early, Muir's treatise on the theory of determinants [Met60]contains a large number of early papers related to this subject motivated by applications in algebra andanalysis or simply by the interesting structures of the matrix coe�cients. Nowadays, many of these resultstend to be forgotten or are buried in induction exercises in linear algebra books. Applications of dimension-ally parametrized determinant formulas occur for example in the study of arbitrary dimensional geometricpredicates in determinant form: If we want to prove a general statement for a special con�guration then weneed the determinant formula of the predicate.The goal of this work is the investigation of determinant formulas for a number of important classes ofspecially structured matrices and the design of a software package for the computer algebra system Maplethat tries to derive determinant formulas for speci�ed matrices of these classes.This work is organized as follows:The �rst chapter is an introduction to determinants. We give a brief historical overview about the develop-ment of determinants, followed by the de�nition and the basic theoretical background of determinants. Afteran outline of possible applications we discuss general algorithms for determinant computation and motivatethe desire to derive determinant formulas for specially structured matrices.In Chapter 2 we derive general determinant formulas for matrix classes that only have bordering rows andcolumns as well as the main diagonal nonzero. Determinants of this kind arise for example in the formulationof special geometric predicates and will be important for the treatment of other matrix classes. We try togeneralize the concept allowing another neighbouring nonzero diagonal or allowing the nonzero rows andcolumns to have arbitrary position. The chapter closes with a description of the implementation of a Maplepackage dealing with such matrices.Chapter 3 is devoted to alternants. We present early results showing that an alternant is the product of asymmetric function with the di�erence product of its variables. With the help of these results we are ableto derive determinant formulas for a restricted class of alternants. In the second part of the chapter we tryto generalize the results for double alternants. The last part of the chapter focuses on the implementationof a Maple package that can handle a special class of alternants.Chapter 4 discusses determinants of tridiagonal matrices and Hessenberg matrices that often arise in eigen-value problems. We derive recurrence formulas for both classes and explicit formulas for a few special cases.The connection of continuants to continued fractions and Fibonacci numbers is pointed out. Implementationissues of a corresponding Maple package are covered in the last part of the chapter.Chapter 5 deals with symmetric determinants. We distinguish di�erent kinds of symmetries and try toobtain determinant formulas for special classes of these matrices making use of the results of Chapter 2and Chapter 4. The implementation of a package dealing with some symmetric determinants is addressedtowards the end of the chapter. 1



2 CONTENTSThe closing chapter is a discussion of the theoretical and practical results and points out ideas for possiblefuture work.The appendix contains a brief description of the Maple system and the complete tutorial for the implementedMaple packages.The packages for Maple V Release 4 including documentation can be downloaded at:http://www.cs.uni-sb.de/users/mdenny/Bewohner/mark/Determinant.html



Chapter 1Introduction to determinantsThis chapter is an introduction to determinants. Starting with a short historical overview following [Bri83],we will then give a formal de�nition of determinants and cover the required theoretical framework. After adiscussion of possible applications and general algorithms, we will motivate the desire to �nd determinantformulas for some specially structured matrices.1.1 A brief history of determinantsBefore determinants were systematically de�ned and mathematically investigated, they had appeared as toolsto solve linear systems of equations. The Japanese mathematician Seki Shinsuke Kova, following traditionalChinese methods for numerically solving systems of linear equations, developed expressions that correspondedto the use of determinants. Independently, determinant�like expressions arose in European mathematicsa little later, when Leibniz in a letter to L`Hospital (1683) gave a condition, in which circumstances ahomogeneous system of three equations in three indeterminates has a non�trivial solution. His letter remainedunpublished until the middle of the last century and therefore without in�uence on the development ofdeterminants.An immediately in�uencing approach on the use of determinants as computational expressions was Cramer'smethod for solving linear systems of equations (1750) which he developed researching plain algebraic curves.He gave a verbal description of �Cramer`s rule�, where determinants of the coe�cients of the system implicitlyappeared as nominator and denominator terms. However, Cramer did not de�ne or investigate the arisingpolynomial functions that were later called determinants.This de�ning step was due to Vandermonde in 1771 in a paper on linear elimination theory. He de�neddeterminant functions of n�n (doubly indexed) variables through a recursive process, already discovered byBezout while solving systems of linear equations. He also introduced his own notation for these functions.The order of the variables in a matrix scheme was arbitrary. Vandermonde formulated Cramer's rule usingthese functions and gave a proof (what Cramer had not done). Moreover, he discovered some properties ofthese functions: alternating sign when exchanging the indices corresponding to row or column exchanges;equality to zero when two rows or columns are identical; decomposition into subdeterminants.Laplace (1772), Lagrange (1773) and Gauÿ (1801) continued the study of determinants and discovered otherproperties and applications. Laplace found the well known method of expanding a determinant. Lagrangeused determinant expressions in number theory and in the computation of the volume of a pyramid inEuclidean space. Gauÿ used determinants in the investigation of quadratic forms in number theory. In thetransformation of a quadratic form, Lagrange (for n = 2) and Gauÿ (for n = 3) observed special cases of thedeterminant multiplication theorem det(tS �A � S) = det(A) � det(S)2.This was the background of a general systematic study of Cauchy in 1812. He viewed determinants as func-tions of a quadratic scheme of variables (�système symétrique�) and hence related them closely to matrices,3



4 CHAPTER 1. INTRODUCTION TO DETERMINANTSeven when not yet discussing them as linear mappings. In a generalization of the result of Gauÿ, he formu-lated the determinant multiplication theorem and introduced the composition of two n�n matrices (withoutexplaining its signi�cance). Cauchy also found several theorems about relations between subdeterminants.His systematic analysis opened the way to an interpretation of determinants which was dominant during theentire 19th century.Grassmann, in his �Ausdehnungslehre� (1844), discovered a possibility to introduce determinants as n�fold�outer products� of vectors, which he studied in his work. His opinions on the geometry of vector spacesremained more or less unnoticed during the last century. Like the term of a vectorspace became a fundamentalterm in mathematics not until the second and third decade of this century, it was not until the twentiesthat a huge interest for a more abstract view of determinants, adjusted to the vector space term, arose.Consequently, for example Schreier and Sperner in their book on analytic geometry and algebra (1931) gavean axiomatic de�nition of a determinant for an n dimensional vector space V as a multilinear alternatingmapping V n ! IR. Thus, in modern mathematics, the explicit, systematic study of determinants startedby Vandermonde and Cauchy was enlarged with a notational structural aspect. It is also interesting to notethat the theory of determinants is much older than the theory of matrices.1.2 De�nition and basic properties of determinantsIn this section we will cover the theoretical background of determinants which is relevant for the followingchapters. Since the reader will be familiar with most of the concepts, we will refrain from a detailedpresentation and give it a more enumerative character following [Jän91]. A detailed formal introductionincluding the basic algebraic terms and the term �matrix� which we assume to be known, can be found inany textbook on linear algebra (see for example [Jän91] [Bri83] [SW89]).Consider quadratic matrices over a ring R, which will be denoted asM(n�n;R). Typically, R will be a �eldlike Q or a ring of multivariate polynomials. We will de�ne the determinant as a function mapping matricesover this ring into elements of the ring.Theorem 1 ( and De�nition) There is a unique mapping j � j : M(n � n;R) ! R with the followingproperties:1. j � j is linear with respect to each row.2. If the (row) dimension is smaller than n then jAj = 0.3. jI j = 1.The mapping j � j is called determinant and jAj 2 R is called the determinant of A.Proof.[Jän91] gives a proof of existence and uniqueness.Since we often refer to special diagonals of a matrix or its determinant, we will agree on some namingconventions.De�nition 1 Let A 2M(n�n;R). We will call the elements aii for i = 1; : : : ; n the main diagonal of A, theelements ai;i+1 for i = 1; : : : ; n� 1 the �rst upper side diagonal and the elements ai+1;i for i = 1; : : : ; n� 1the �rst lower side diagonal.When we speak of the diagonal at position k, we mean the elements ai;i+k for 0 � k � n� 1 or the elementsai+k;i for �(n� 1) � k < 0 respectively for i = 1; : : : ; n� jkj.The elements ai;n�i+1 for i = 1; : : : ; n will be called the counter main diagonal of A.



1.2. DEFINITION AND BASIC PROPERTIES OF DETERMINANTS 5
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0 21 n-2n-3 n-1

Figure 1: Diagonal positionsWe will now present important properties of the determinant that will be used in almost all applications.Lemma 1 Let j � j : M(n � n;R) ! R be a mapping with the properties 1. and 2. from above, then thefollowing holds:1. If we swap two rows of a matrix A, getting a matrix A0, then jAj = �jA0j.2. If we change the matrix A to a matrix A0 by multiplying a scalar � 2 R to one of its rows, thenjA0j = � � jAj.3. If we add a multiple of one row to another row of A, obtaining A0, then jAj = jA0j.De�nition 2 Let A 2 M(n � n;R). The determinant of order n � 1 obtained from A by deleting the ithrow and the jth column is called a minor of A and is denoted by jAij j. We will denote a minor of order r,obtained by deleting rows i1; : : : ; ir and columns j1; : : : ; jr by jAi1i2���ir ;j1j2���jr j.After knowing the de�nition and the basic properties of determinants, we are interested in actually computingtheir value. Laplace's famous minor expansion theorem provides an important method to recursively computethe value of a determinant.Theorem 2 (Minor expansion) If A 2M(n� n;R) thenjAj = nXi=1(�1)i+jaij jAij j:Proof.See for example [Jän91] for a proof that the so de�ned mapping j � j indeed has the properties 1. - 3. ofTheorem 1.The previous theorem straightforwardly leads to the following lemma.Lemma 2 If A 2M(n� n;R) is an upper triangular matrix (i.e. aij = 0 for i > j), then the determinantis the product of the main diagonal elements:jAj = a11a22 � � � ann:If tA denotes the transposed matrix of a matrix A = (aij), i.e. tA = (aji), then we have the following result.Lemma 3 The identity jAj = jtAj holds for all A 2M(n� n;R).



6 CHAPTER 1. INTRODUCTION TO DETERMINANTSProof.Since the rank of rows and columns is equal, we have rkA = rktA. Obviously, the identity is true forthe identity matrix I , thus it remains to prove that j � j : M(n � n;R) ! R is linear in the columnstoo. The linearity of j � j in the jth column follows immediately from the column expansion formula jAj =Pi(�1)i+jaij jAij j, since jAij j is independent of the jth column of A (which is deleted).A consequence of this lemma is that we obtain a corresponding formula for the determinant expansion ofthe ith row of a matrix: jAj = nXj=1(�1)i+jaij jAij j:We will need another result concerning the determinant of a product of two matrices.Lemma 4 If A;B 2M(n� n;R) then jA � Bj = jAj � jBj:Closing, we want to take a look at the formula of Leibniz for the determinant of a matrix A 2M(n� n;R)which gives some obvious insight about the complexity of the resulting expression.Theorem 3 (Leibniz) Let A 2M(n� n;R) and �n be the set of all possible permutations of the numbersfrom 1 to n, i.e. the set of bijective mappings � : f1; : : : ; ng ! f1; : : : ; ng. The sign of a permutation isde�ned to be 1 if it is result of an even number of exchanges of neighbouring elements and de�ned to be -1if this number is odd.The following formula holds: jAj = X�2�n sign(�) � a1�(1)a2�(2) � � � an�(n):Proof.Proving Leibniz' formula without using the term of a determinant, we have given yet another proof of theexistence statement in Theorem 1. We only have to show that the mapping M(n � n;R) ! R de�ned bythe right hand side of the formula has the properties 1. - 3. of Theorem 1.1. All of the summands are linear in the rows, thus also the sum.2. We have to show that the right hand side of the Leibniz formula vanishes if the row rank of A is lessthan n, which amounts to proving this for a matrix A with two equal rows. Let row i and row j beequal. If � is the transposition that swaps i and j, and �even the set of permutations having sign 1then we can write the right hand side of the Leibniz formula asX�2�even(sign(�) � a1�(1) � � �an�(n) + sign(� � �)a1��(1) � � � an��(n)):Now, a1��(1) � � �an��(n) results from a1�(1) � � �an�(n) by replacing the ith factor ai�(i) by ai�(j) andaj�(j) by aj�(i). Since the rows i and j are equal, this changes nothing and the claim follows withsign(� � �) = �sign(�).



1.3. APPLICATIONS 73. If A is the identity matrix then we only have one nonzero summand resulting from the identity per-mutation, thus jI j = 1.Note that there are n! di�erent permutation of n numbers, thus there are n! products of n elements in thisformula, implying that this formula is not very practical for large n.1.3 ApplicationsDeterminants arise in all di�erent application areas. We will discuss a number of possible applications inthe following.1.3.1 Matrix inversion and systems of linear equationsMatrix inversion Every quadratic matrix A over a �eld K with jAj 6= 0 can be inverted (such matricesare called non�singular), i.e. there is a matrix A�1 such that A � A�1 = I . How can we �nd this inverse ?We de�ne the complementary matrix eA of A byfaij = (�1)i+j jAjij:Now we are able to express the inverse A�1 of a non�singular matrix asA�1 = 1jAj � eA:See for example [Jän91] for a proof.Observe that every entry of the complementary matrix is a (n� 1)� (n� 1) determinant, hence we wouldhave to compute n2 + 1 determinants to obtain the inverse A�1 which is too ine�cient. We will mention amore e�cient method below.Systems of linear equations One of the most important standard problems is the computation of thesolution x 2 Kn of a linear equation system Ax = b with A 2 M(n � n;K) and b 2 Kn. Cramer gave anexplicit formula involving determinants for the solution of a linear system in 1750.Cramer's Rule: Let x; b 2 K and A 2M(n� n;K) with jAj 6= 0. If Ax = b thenxi = ������� a11 � � � a1i�1 b1 a1i+1 � � � a1n... ... ... ... ...an1 � � � ani�1 bn ani+1 � � � ann �������jAj ; for i = 1; : : : ; n:However, this is not a practical method. The standard algorithm for solving a linear equation system isGaussian elimination (see [GvL96] [Sto94] for details). The main idea is to convert a given system withelementary row operations into a triangular system which is easy to solve. It is also possible to computethe inverse of a matrix applying this method (See [Sto94] for details of the Gauÿ�Jordan algorithm). Wewill meet Gauÿ' fundamental method again later because it is also the most widely used algorithm fordeterminant computation.



8 CHAPTER 1. INTRODUCTION TO DETERMINANTS1.3.2 Eigenvalue problemsIn many problems in engineering or physics, it is necessary to determine � 2 C for A 2 M(n � n; IR) suchthat the homogeneous linear equation system (A� �I)x = 0has a non�trivial solution x 6= 0.A number � 2 C is called an eigenvalue of the matrix A, if there is a vector x 6= 0 with Ax = �x. Thecorresponding vector x is called the eigenvector of A for the eigenvalue �.It is easy to see that � is an eigenvalue of A if and only ifjA� �I j = 0:Note that p(�) = jA� �I j is a polynomial in � of degree n. The roots of p are exactly the eigenvalues of A.Hence the eigenvalue problem can be reduced to the problem of �nding roots of a determinant polynomial.It is important to note, however, that there are more e�cient methods than computing the determinantpolynomial p(�) and its roots to �nd the eigenvalues (see [SB90] or [GvL96]).1.3.3 Volume computationFor �nite dimensional real a�ne spaces like IRn there is a close relation between determinants (and deter-minant functions) and volume computation (see [SW89] for details).For example consider the a�ne vector space IRn with basis x = (x1; : : : ; xn). The following volume formulaholds for a simplex �(P0; : : : ; Pn) with vertices Pi = (a1i; : : : ; a1n) with respect to a corresponding a�necoordinate system: jvol(�(P0; : : : ; Pn))j = 1n! ��������� 1 1 � � � 1a10 a11 � � � a1n... ... ...an0 an1 � � � ann ��������� :For a proof and further details see [SW89] .1.3.4 Geometric primitivesThe heart of algorithms in computational geometry are geometric primitives, which can be divided intopredicates and constructors. Predicates determine the control �ow of the algorithm and only need thesign of a polynomial expression, whereas constructors generate new geometric objects and require the valueof a polynomial. After a result of [Val79] it is possible to write every algebraic expression of size e asa determinant of order e + 2 whose entries are variables or constants. Hence it is possible to formulategeometric primitives as determinants and therefore most decisions in geometric algorithms are based on thesigns of determinants.Let us take a look at some examples for geometric predicates:



1.3. APPLICATIONS 9Sideness test Given three points p = (px; py); q = (qx; qy), and r = (rx; ry) in IR2. The sideness query is:Does the point r lie left, right, or exactly on the line passing through p and q?How can we formulate this sideness test in terms of a determinant?What are the conditions that the three point p; q, and r are collinear? Given a line ax+ by+ c = 0, all threepoints must lie on the same line, which leads to the equations:apx + bpy + c = 0aqx + bqy + c = 0arx + bqy + c = 0:Writing this system in matrix form, we get0@ px py 1qx qy 1rx ry 1 1A �0@ abc 1A = 0:This homogeneous system has a non�trivial solution if and only ifD := ������ px py 1qx qy 1rx ry 1 ������ = 0:So, p; q and r are collinear i� D = 0. The point r is left from the line through p and q i� D > 0 and rightfrom the line through p and q i� D < 0. Hence, the sideness test can be reduced to the test of the sign of adeterminant.In circle test Given four points p; q; r; s 2 IR2, the query is: Does s lie on the circle through p; q and r ?This test is crucial in the computation of Voronoi diagrams for example. We try to transform this query intodeterminant notation again. A general equation describing a circle K with center c = (cx; xy) and radius ris K : (x� cx)2 + (y � cy)2 = r2;which can be written as c2x + c2y � r2 � 2cxx� 2cyy + x2 + y2 = 0: (1.1)Let us denote A := c2x + c2y � r2, B := �2cx and C := �2cy. Now we want to �nd A;B, and C such that allthe points p; q; r; s satisfy the equation (1.1) which leads us to the linear system0BB@ 1 px py p2x + p2y1 qx qy q2x + q2y1 rx ry r2x + r2y1 sx sy s2x + r2y 1CCA �0BB@ ABC1 1CCA = 0:Hence, we know that s lies on the circle through p; q; r i�



10 CHAPTER 1. INTRODUCTION TO DETERMINANTS
D := �������� 1 px px p2x + p2y1 qx qy q2x + q2y1 rx ry r2x + r2y1 sx sy s2x + s2y �������� = 0:A little thought establishes that s lies in the interior of the circle K i� D > 0 and in the exterior i� D < 0.Of course it is also possible to formulate corresponding determinant tests for arbitrary dimensions.1.4 General algorithms and practical resultsWe will brie�y present several algorithms for the computation of general integer order determinants anddiscuss their e�ciency distinguishing between rational and polynomial matrix entries.1.4.1 Standard algorithmsCofactor expansion We use the expansion theorem of Laplace (see Theorem 2) to receive a �rst method:jAj = a11jA11j � a12jA12j+ � � �+ (�1)n+1a1njA1nj:Hence, the computation of a determinant of order n involves the computation of n subdeterminants of ordern� 1, as well as n multiplications and n additions, leading to a cost complexity ofC(n) = nC(n� 1) + n � e � n!:Dynamic programming This method essentially employs cofactor expansion, however avoiding succes-sive computation of the same subdeterminants. First we determine the �n2� determinants of all 2� 2 minorsof the �rst two rows, then the �n3� determinants of all 3 � 3 minors of the �rst three rows, etc. until theentire determinant is computed.This leads to a cost complexity of C(n) = nXk=1�nk�k = n(2n�1 � 1):Gaussian Elimination and variants The goal of Gaussian elimination is to transform a matrix Ainto triangular form using elementary transformations. Gaussian elimination produces the � � A = L � Udecomposition (if we also consider possible necessary pivoting) and since L is a lower triangular matrix withmaindiagonal 1, U is an upper triangular matrix and � is a permutation matrix, we have jAj = �jU j.Gaussian elimination can be formulated as a triple�loop procedure:Algorithmsign:=1for k = 1 to n� 1 doPivot (to avoid division by zero) and update sign



1.4. GENERAL ALGORITHMS AND PRACTICAL RESULTS 11for i = k + 1 to n dofor j = k + 1 to n doaij = aij � (aik=akk)akjodododreturn sign �Qnl=1 all.The resulting asymptotic complexity is O(n3).One of the disadvantages of Gaussian elimination are the occurring divisions. Cross multiplication eliminatesthe divisions but leads to an �explosion� of the size of the matrix entries. Bareiss [Bar68] [Bar67] uses theobservation of Camille Jordan that the pivoting element of the previous iteration divides each entry to derivefraction free algorithms.The elimination steps of the di�erent methods are (with a(k)ij denoting the (i; j)�entry in iteration k):1. Gaussian elimination: a(k+1)ij = a(k)ij � (a(k)ik =a(k)kk )a(k)kj :2. Division free elimination: a(k+1)ij = a(k)kk a(k)ij � a(k)ik a(k)kj :3. Fraction free one�step elimination: a(k+1)ij = (a(k)kk a(k)ij � a(k)ik a(k)kj )=a(k�1)k�1;k�1:4. Fraction free two�step elimination: see [Bar67]Modular Arithmetic Here we �nd an application of a classic algebraic technique. We assume integerentries and choose a set of primes such that the value of the determinant is guaranteed to be smaller thanthe product of the primes (e.g. using Hadamards inequality to obtain an upper bound for the determinant).Then we evaluate the determinant modulo each of these primes and use the Chinese remainder theorem toreconstruct the original determinant.The complexity of this approach depends on the used evaluation strategy. Gaussian elimination requiresmodular inverses which is expensive (although it is plausible to determine modular inverses through tablelookup for su�ciently small primes). Dynamic programming avoids modular inverses but requires moreoperations.1.4.2 Practical results and the problem of exact computationRational entries Comparing the e�ciency of the presented determinant algorithms for rational entries itmay be observed (see Fortune and Van Wyk [FW93]) that Gaussian elimination, especially the fraction freevariants, are superior to minor expansion or dynamic programming for determinants of dense matrices ofhigher order (n > 4), as the asymptotic runtime suggests. Modular techniques can produce similar resultsas Gaussian elimination.Talking about practical computation we have to address another topic, the problem of exactness. Recall theuse of determinants in geometric algorithms. Geometric predicates determine the control �ow and hencehave to be evaluated exactly. This means that our determinant computation routine has to produce exactresults. However, the standard use of �oating point arithmetic is not exact (see Goldberg [Gol91]). Ifthe bitlength of the entries (let us consider them to be integers) is large or the matrix dimension is large,then Gaussian elimination (and minor expansion) can fail since the bitlength of intermediate results canexceed the maximal bitlength expressible by the machine. This exactness problem leads to a whole newdirection in computational geometry, the �eld of exact computation. Software packages providing exact



12 CHAPTER 1. INTRODUCTION TO DETERMINANTScomputation have been developed with the disadvantage of slow computation speed. Expression compilersand lazy evaluation tried to adapt the precision to the input and obtained good results. There have alsobeen investigations for new algorithms computing the sign of a determinant using �oating point operations.Clarkson [Cla92] [BY96] proposed an algorithm �rst doing a modi�ed Gram�Schmidt orthogonalizationand then computing the determinant of a well�conditioned matrix. Following this approach, Avnaim etal. [ABD+97] found a safe method for 2 � 2 and 3 � 3 determinants (extended to n � n determinants byBrönnimann and Yvinec [BY97]), the so�called lattice method.Polynomial entries The computation of determinants having polynomial entries has to be discussedseparately. Since the multiplication (and division) of polynomials cannot be done in constant time, Gaussianelimination or variants are not superior to minor expansion anymore. Especially for sparse matrices, minorexpansion leads to faster results. Horowitz and Sahni [HS75] and Sasaki and Murao [SM82] propose specialalgorithms for polynomial entries and investigate their e�ciency.1.5 MotivationNow we are familiar with determinants and have seen di�erent algorithms for determinant computation. Sowhy do we want to have determinant formulas for specially structured matrices when we have methods tocompute every general determinant ?Consider the following determinant: V3 = ������ 1 x1 x211 x2 x221 x3 x23 ������ :If we use minor expansion we obtain thatV3 = x2x23 � x22x3 � x1x23 + x21x3 + x1x22 � x21x2: (1.2)Surprisingly, even a computer algebra system like Maple that provides e�cient symbolic computation failsto compute the determinant of an equally structured matrix (i.e. vij = xj�1i ) of dimension 8 since thesize of the intermediate results cannot be handled. However, the determinant Vn, known as Vandermondedeterminant, has the simple formula Vn = Y1�i<j�n(xj � xi): (1.3)If we blindly expand the determinant then we also often loose its structure, like it is not immediately obviousfrom (1.2) that V3 = 0 for xi = xj , whereas the representation V3 = (x3� x2)(x2 �x1)(x3 �x1) obtained by(1.3) gives immediate insight, o�ering a clearer simpler structure.We give another motivating example: Recall the possibility to formulate geometric predicates as determi-nants. Erickson and Seidel [ES95] discuss the spherical degeneracy problem in IRd. They want to show thatthe following determinants formulating special in�sphere tests are nonzero:� Two distinct points s1 = (s1; 0; : : : ; 0) and t1 = (t1; 0; : : : ; 0) on the x1�axis, one point ti = ti � ei from



1.5. MOTIVATION 13each of the other axes, and one point t = (t; : : : ; t) from the main diagonal in IRd:S1 = ��������������
1 s1 0 � � � 0 s211 t1 0 � � � 0 t211 0 t2 . . . ... t22... ... . . . . . . 0 ...1 0 � � � 0 td t2d1 t � � � t t dt2

��������������d+2 :� Two distinct points t = (t; : : : ; t) and s = (s; : : : ; s) from the main diagonal and one point ti = ti � eifrom each axis in IRd:
S2 = ��������������

1 t t � � � t dt21 t1 0 � � � 0 t211 0 t2 . . . ... t22... ... . . . . . . 0 ...1 0 � � � 0 td t2d1 s � � � s s ds2
��������������d+2 :Showing S1 6= 0 and S2 6= 0 for a certain range of the entries (see [ES95]) proves that there are no sphericaldegeneracies for these examples. Again we are looking for an easy determinant formula such that we canshow that the determinant does not vanish for given ranges of the entries.We see that it is often desirable to know explicit determinant formulas for specially structured matrices ofarbitrary order and our aim will be to derive general determinant formulas for a number of important matrixclasses such that it is possible to automatically compute a formula for any speci�ed special matrix of theseclasses.
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Chapter 2Frame formsIn this chapter we will investigate determinants of matrix classes that only have the bordering rows andcolumns as well as the main diagonal nonzero. We will proceed successively allowing more elements to benonzero starting with the simplest classes that can be formed. Various interesting examples will illustratethe importance of these matrix classes. We will also show how it is possible to transform matrices witharbitrarily positioned nonzero rows and columns into that form.The end of the chapter contains a description of the implementation of our results.2.1 Determinants of 7�matricesFirst of all, we will take a look at a matrix class where only the �rst row, the main diagonal and the �rstlower side diagonal consist of nonzero elements. The matrices of this class look like the mirrored digit 7.Some interesting properties of determinants of this matrix class can be established.De�nition 3 A matrix A of order n is called 7-matrix, if only the �rst row, the main diagonal and the �rstlower side diagonal are nonzero.r : f1; : : : ; ng ! R; r(i) = a1i is called generating function of the �rst row.d : f1; : : : ; ng ! R; d(i) = aii is called generating function of the main diagonal.e : f1; : : : ; n� 1g ! R; e(i) = ai+1;i is called generating function of the �rst lower side diagonal.Note that we have an overlapping corner element a11 = d(1) = r(1) in this setting.We will refer to the corresponding determinant jAj as 7�determinant or 7�form and often denote it asjAj = Form7(n; r; d; e).ExampleM is a 7�matrix of order n + 1 with generating functions r(i) = an�i+1; (i = 1; : : : ; n + 1); d(1) = an;d(i) = x (i = 2; : : : ; n) and e(i) = �1 for i = 1; : : : ; n.M = 0BBBBBBBBB@
an an�1 an�2 � � � a1 a0�1 x 0 � � � � � � 00 �1 x . . . ...... . . . . . . . . . . . . ...... . . . �1 x 00 � � � � � � 0 �1 x

1CCCCCCCCCA : (2.1)
15



16 CHAPTER 2. FRAME FORMSWe will now prove a general determinant formula for 7�matrices.Theorem 4 Let A 2M(n� n;R) be a 7�matrix with generating functions r; d, and e thenjAj = nXl=1(�1)l+1r(l) l�1Yk=1 e(k) nYk=l+1 d(k): (2.2)Proof.We will prove identity (2.2) by expansion of the �rst row:jAj = nXl=1(�1)l+1r(l)jA1lj: (2.3)Let 1 � l � n, then
jA1lj =

��������������������
e(1) d(2) 0 � � � 0 0 � � � 00 . . . . . . . . . ... ... ...... . . . e(l � 2) d(l � 1) 0 0 � � � 00 � � � 0 e(l � 1) 0 0 � � � 00 � � � 0 0 d(l + 1) 0 � � � 00 � � � 0 0 e(l + 1) d(l + 2) . . . ...... ... ... . . . . . . . . . 00 � � � 0 0 � � � 0 e(n� 1) d(n)

�������������������� :We see that the main diagonal elements of jA1lj are e(i); (i = 1; : : : ; l � 1) and d(i); (i = l + 1; : : : n). If weexpand jA1lj and the l � 1 resulting minors by the �rst column and the following minors by the �rst rowthen we get jA1lj = l�1Yk=1 e(l) nYk=l+1 d(l): (2.4)Plugging (2.4) in (2.3) implies the theorem.Note that we could also have proved the theorem expanding the last column and thus getting a simplerecurrence but this proof illustrates the resulting formula a little better.Let us apply the theorem to our example (2.1). We get the nice determinant formulajM j = n+1Xl=1 (�1)l+1an�l+1(�1)l�1xn+1�l = anxn + an�1xn�1 + � � �+ a1x+ a0:ObservationAny polynomial of degree n can be expressed as a 7�determinant of order n+1. In fact any binary expressionp(x; y) = a0xn + a1xn�1y + : : :+ an�1xyn�1 + anyn can be written as 7�determinant of order n+ 1:
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p(x; y) = ������������ a0 a1 � � � an�1 any x 0 � � � 00 y x . . . ...... . . . . . . . . . 00 � � � 0 y x

������������ :Now we will focus on the orientation of 7�matrices. How does the determinant change when we rotate thematrix or when we �mirror� the diagonals. We will see that these minor changes can easily be retransformedinto the standard 7�form.De�nition 4 Let A(l) be a matrix of order n with generating functions r(l); d(l); e(l).1. A(1) is called 1�oriented 7�matrix if r(1)(i) = a(1)1i ; d(1)(i) = a(1)ii ; e(1)(i) = a(1)i+1;i.2. A(2) is called 2�oriented 7�matrix if r(2)(i) = a(2)in ; d(2)(i) = a(2)ii ; e(2)(i) = a(2)i+1;i.3. A(3) is called 3�oriented 7�matrix if r(3)(i) = a(3)ni ; d(3)(i) = a(3)ii ; e(3)(i) = a(3)i;i+1.4. A(4) is called 4�oriented 7�matrix if r(4)(i) = a(4)i1 ; d(4)(i) = a(4)ii ; e(4)(i) = a(4)i;i+1.5. A(5) is called 5�oriented 7�matrix if r(5)(i) = a(1)1i ; d(5)(i) = a(5)i;n�i+1; e(5)(i) = a(5)i+1;n�i+1.6. A(6) is called 6�oriented 7�matrix if r(6)(i) = a(6)in ; d(6)(i) = a(6)i;n�i+1; e(6)(i) = a(6)i;n�i.7. A(7) is called 7�oriented 7�matrix if r(7)(i) = a(7)ni ; d(7)(i) = a(7)i;n�i+1; e(7)(i) = a(7)i;n�i.8. A(8) is called 8�oriented 7�matrix if r(8)(i) = a(8)i1 ; d(8)(i) = a(8)i;n�i+1; e(8)(i) = a(8)i+1;n�i+1.Note that a 1�oriented 7�matrix is the standard form we discussed above.
1-oriented 2-oriented 3-oriented 4-oriented1-oriented

5-oriented 6-oriented 7-oriented 8-orientedFigure 2: Shapes of oriented 7�forms.Corollary 1 Let A(l) be a l�oriented 7�matrix of order n with generating functions r(l); d(l); e(l)and de�nethe �reverse� fR(i) = f(n � i) for a generating function f : f1; : : : ; ng ! R, then the following identitieshold:1. jA(1)j = Form7(n; r(1); d(1); e(1)).2. jA(2)j = Form7(n; r(2)R ; d(2)R ; e(2)R).



18 CHAPTER 2. FRAME FORMS3. jA(3)j = Form7(n; r(3)R ; d(3)R ; e(3)R).4. jA(4)j = Form7(n; r(4); d(4); e(4)).5. jA(5)j = (�1)bn2 cForm7(n; r(5)R ; d(5); e(5)).6. jA(6)j = (�1)bn2 cForm7(n; r(6); d(6); e(6)).7. jA(7)j = (�1)bn2 cForm7(n; r(7); d(7)R ; e(7)R).8. jA(8)j = (�1)bn2 cForm7(n; r(8)R ; d(8)R ; e(8)R).Proof.1. Follows from de�nition.2. We swap column k with column n � k + 1, for k = 1; : : : �n2 � and get a 8�oriented 7�form. Now weproceed as stated in 8. below.3. tA(3) = A(2) if r(3) = r(2); d(3) = d(2); e(3) = e(2). Alternatively, we could swap the last row r(3) up tothe top getting the desired form which would result in a slightly di�erent but equivalent formula.4. tA(1) = A(4)if r(3) = r(2); d(3) = d(2); e(3) = e(2).5. We swap column k with column n�k+1, for k = 1; : : : �n2 � and get a 1�oriented 7�form with a reversedrow function r(5)R .6. Transposing A(6) yields the 7�oriented 7�form with reversed diagonal functions d(6)R ; e(6)R . Swappingrow k with row n � k + 1, for k = 1; : : : ; �n2 � leaves us with the desired 1�oriented 7�form reversingthe diagonal functions another time, thus reaching their original form.7. As described in 6. we swap row k with row n � k + 1, for k = 1; : : : �n2 � and get what we want withreversed diagonal functions.8. Transposing A(8) yields the 5�oriented 7�form with reversed diagonal functions. Using 5. yields theclaim.In the following we will denote an s�oriented 7�form of order n with generating functions r; d; e with thefunction call Form7s(n; r; d; e):2.2 Determinants of arrow matricesIn this section we are investigating the determinant of arrow shaped matrices. We will also show how wecan compute a variant of arrow determinants using determinants of 7�matrices.De�nition 5 An n � n matrix A is called an arrow matrix, if only the �rst row, the �rst column and themain diagonal consist of nonzero entries.r : f1; : : : ; ng ! R; r(i) = a1i is called generating function of the �rst row.c : f1; : : : ; ng ! R; c(i) = ai1 is called generating function of the �rst column.



2.2. DETERMINANTS OF ARROW MATRICES 19d : f1 : : : ; ng ! R; d(i) = aii is called generating function of the main diagonal.Note that we have an overlapping corner element a11 = d(1) = r(1) = c(1) in this setting.The corresponding determinant jAj will be called arrow determinant or arrow form and will be often denotedas Arrow(n; r; c; d).Example A = 0BBBBBB@ d1 r2 r3 � � � rnc2 d2 0 � � � 0c3 0 . . . . . . ...... ... . . . dn�1 0cn 0 � � � 0 dn
1CCCCCCAA is an arrow matrix of order n with diagonal generating function d(i) = di , row generating functionr(1) = d1; r(i) = ri (for i = 2; : : : ; n) and column generating function c(1) = d1; c(i) = ci (for i = 2; : : : ; n).Now we will derive a general determinant formula for arrow matrices. We will try to use minor expansionwith the goal to reach trivial minors (like diagonal minors) as soon as possible.Theorem 5 The determinant of an arrow matrix A of order n with generating functions r; c and d isjAj = nYl=1 d(l)� nXl=2 r(l)c(l) nYk=2k 6=l d(k): (2.5)Proof.We will prove identity (2.5) by expansion of the �rst row of A:jAj = nXl=1(�1)l+1a1ljA1lj = nXl=1(�1)l+1r(l)jA1lj: (2.6)Assume that we have 2 � l � n, then

jA1lj =
��������������������

c(2) d(2) 0 � � � 0 0 � � � 0c(3) 0 d(3) . . . ... ... ...... ... . . . . . . 0 0 � � � 0c(l � 1) 0 � � � 0 d(l � 1) 0 � � �c(l) 0 � � � 0 0 0 � � � 0c(l + 1) 0 � � � 0 0 d(l + 1) . . . ...... ... ... ... . . . . . . 0c(n) 0 � � � 0 0 � � � 0 d(n)
�������������������� :Swapping row l up to the top, we get
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jA1lj = (�1)l�2 �������������������

c(l) 0 � � � � � � � � � � � � 0c(2) d(2) . . . ...... 0 . . . . . . ...c(l � 1) ... . . . d(l � 1) . . . ...c(l + 1) ... . . . d(l + 1) . . . ...... ... . . . . . . 0c(n) 0 � � � � � � � � � 0 d(n)
�������������������= (�1)l�2c(l) nYk=2k 6=l d(k): (2.7)Substituting (2.7) back in (2.6) we getjAj = d(1)jA11j+ nXl=2(�1)l+1r(l)(�1)l�2c(l) nYk=2k 6=l d(k) = d(1)jA11j � nXl=2 r(l)c(l) nYk=2k 6=l d(k):Since jA11j is a diagonal minor, we have jA11j =Qnl=2 d(l) and the theorem follows.Note that we could also have proved this by solving a simple recurrence formula but our proof here is a littlemore illustrative.At the moment we are only dealing with arrows pointing to the upper left corner of the matrix (i.e. thearrow head is a11). How does the determinant of an arrow shaped matrix change when the arrow points atother corners of the matrix?To deal with this issue we de�ne the orientation of an arrow matrix.De�nition 6 Enumerate the corner elements of the matrix clockwise starting with a11, i.e.corner1 := a11; corner2 := a1n; corner3 := ann; corner4 := an1:An arrow shaped matrix A is called s�oriented arrow matrix if the arrow head is corners.The diagonal-, row- and column generating functions r(s); c(s); d(s) of an s�oriented arrow matrix A are againde�ned such that their values coincide in the arrow head.

1-oriented 2-oriented 3-oriented 4-orientedFigure 3: Shapes of oriented arrow forms.



2.2. DETERMINANTS OF ARROW MATRICES 21ExamplejAj is a 4-oriented arrow determinant:jAj = ��������������
c(1) 0 � � � � � � 0 d(1)c(2) 0 � d(2) 0... ... � � � ...c(n� 2) 0 d(n� 2) � ...c(n� 1) d(n� 1) 0 � � � 0 0d(n) r(2) r(3) � � � r(n� 1) r(n)

��������������Note that 1�oriented arrow determinants are the standard form which we already discussed above.Now we try to obtain similar results for the determinant of s�oriented arrow matrices (s = 1; 2; 3; 4).Corollary 2 Let A(s) be an s�oriented arrow matrix of order n with generating functions r(s); c(s); d(s) forrow, column and diagonal respectively, then the following identities hold:1. jA(1)j = Arrow(n; r(1); c(1); d(1)):2. jA(2)j = (�1)bn2 cArrow(n; r(2)R ; c(2); d(2)):3. jA(3)j = Arrow(n; r(3)R ; c(3)R ; d(3)R):4. jA(4)j = (�1)bn2 cArrow(n; r(4); c(4)R ; d(4)R):Proof.1. This follows from identity (2.5).2. If we swap column k with column n � k + 1, for k = 1; : : : �n2 � , we get the desired 1�oriented arrowform with the reversed row function r(2)R .3. In this case we proceed in two steps: First we swap column k with column n� k+1, for k = 1; : : : �n2 �,receiving a 4�oriented arrow form with reversed row function, then we swap row k with row n�k+1, fork = 1; : : : �n2 � and obtain the 1�oriented arrow form with reversed row and column functions r(3)R ; c(3)Rand reversed main diagonal function d(3)R . The sign factor cancels out.4. Here, we simply swap row k with row n � k + 1, for k = 1; : : : �n2 � and get the desired form withreversed column and diagonal functions c(4)R ; d(4)R .In the future we will denote an s�oriented arrow form of order n with generating functions r; c; d with thefunction call Arrows(n; r; c; d):Presently, the shaft of an arrow shaped matrix was always the main diagonal or counter main diagonal.Moving the arrow shaft diagonally, i.e. from the main diagonal to one of the side diagonals, simpli�es thedeterminant. If the shaft is moved diagonally for more than one position, the determinant becomes zero.Moving one position, obvious clever expansion results in the product of the diagonal elements multiplied bythe last element of the row or column with a possible sign factor.



22 CHAPTER 2. FRAME FORMSIf we also allow the �rst upper or lower side diagonal to be nonzero, we are speaking of fat arrow matrices.It will be shown how their determinant formula can be computed with the help of 7�determinants.
fat arrow form moved arrow shaftFigure 4: Special arrow forms.Theorem 6 Let A be a fat arrow matrix of order n with generating functions r; c; d and functione : f1; : : : ; n� 1g ; e(i) = ai;i+1 generating the �rst upper side diagonal, thenjAj = nYl=1 d(l) + nXl=2(�1)l+1c(l) nYk=l+1 d(k) Form7(l � 1; rj2::l ; e; dj2::l�1); (2.8)where fjp1::p2 simply means the function f restricted to the range fp1; : : : ; p2g.The determinant of a fat arrow matrix will be denoted as jAj = FatArrow(n; r; c; d; e).Proof.We expand the �rst column: jAj = nXl=1(�1)(l+1)c(l)jAl1j:Consider 2 � l � n, then we have:

jAl1j =
���������������������
r(2) � � � r(l � 1) r(l) r(l + 1) � � � r(n � 1) r(n)d(2) e(2) 0 � � � 0 � � � � � � 00 . . . . . . . . . ... ...... . . . d(l � 1) e(l � 1) 0 0 � � � 00 � � � 0 0 d(l + 1) e(l + 1) . . . ...... ... ... . . . . . . . . . 0... ... ... . . . d(n� 1) e(n� 1)0 � � � 0 0 � � � � � � 0 d(n)

��������������������� :We see that the submatrix generated by rows l + 1; : : : ; n and columns l + 1; : : : ; n is an upper triangularmatrix, hence
jA1lj = nYk=l+1 d(k) ������������ r(2) r(2) r(3) � � � r(l)d(2) e(2) 0 � � � 00 d(3) e(3) . . . ...... . . . . . . . . . 00 � � � 0 d(l � 1) e(l � 1)

������������l�1 :



2.3. DETERMINANTS OF N�MATRICES 23The determinant above is the desired 7�determinant of order l � 1. The special construction of this 7�determinant makes it obvious that substituting l for n in the corresponding determinant of order n�1 yieldswhat we want.The function r from 2; : : : n is the row generating function of the 7�determinant, the function e plays therole of the main diagonal generating function and d from 2; : : : n � 1 is the generating function of the �rstlower side diagonal. The theorem follows.We observe that it is su�cient to compute the determinant of the 7�matrix of order n� 1 only once.It remains to note that it is possible to transform fat arrow matrices of di�erent orientation or side diagonalposition into the previous form using the same methods as in Corollary 2.2.3 Determinants of N�matricesIn this section we will focus on another class of matrices that only have the main diagonal and two borderingrows or columns nonzero. Note that arrow matrices had one bordering row and one bordering columnnonzero. We will now examine the e�ect that this minor shape change has on the determinant.De�nition 7 A matrix A of order n is called N�matrix, if only elements of the �rst column, the last columnand the main diagonal are nonzero.c1 : f1; : : : ; ng ! R; c1(i) = ai1 is called generating function of column 1.cn : f1; : : : ; ng ! R; cn(i) = ain is called generating function of column n.d : f1; : : : ; ng ! R; d(i) = aii is called main diagonal generating function.Note that we have overlapping corner elements a11 = c1(1) = d(1) and ann = cn(n) = d(n) in this setting.The determinant of an N�matrix will be referred to as N�determinant or N�form and will be often denotedas Nform(n; c1; c2; d).ExampleA is an N�matrix of order n with diagonal generating function d(1) = a1; d(n) = bn; d(i) = di (for i =2; : : : ; n� 1) and generating functions c1(i) = ai and cn(i) = bi for column 1 and n respectively:0BBBBBBBB@ a1 0 0 � � � 0 b1a2 d2 0 0 b2a3 0 d3 . . . ... b3... ... . . . . . . 0 ...an�1 0 0 dn�1 bn�1an 0 � � � 0 0 bn
1CCCCCCCCA :

We will see now that the determinant of this matrix class is even simpler than the determinant of arrowmatrices.Theorem 7 The determinant of a N�matrix A of order n with column generating functions c1 and cn andmain diagonal generating function d isjAj = (c1(1)cn(n)� cn(1)c1(n)) n�1Yl=2 d(l):



24 CHAPTER 2. FRAME FORMSProof.We expand A by the �rst row: jAj = c1(1)jA11j+ (�1)n+1cn(1)jA1nj:It follows immediately that jA11j = cn(n)Qn�1l=2 d(l). Examining jA1nj, it is obvious that after swapping thelast row up to the top (n � 2 row exchanges) we are left with a lower triangular matrix. Hence jA1nj =(�1)n�2c1(n)Qn�1l=2 d(l) and the theorem follows.After having established this identity for N�forms we want to generalize it for slight modi�cations of thismatrix class (like in the case of oriented arrow matrices).De�nition 8 Let A(l) be a matrix of order n with generating functions f (l); g(l); and d(l).1. A(1) is called 1�oriented N�matrix if f (1)(i) = ai1; g(1)(i) = ain; d(1)(i) = aii.2. A(2) is called 2�oriented N�matrix if f (2)(i) = a1i; g(2)(i) = ani; d(2)(i) = aii.3. A(3) is called 3�oriented N�matrix if f (3)(i) = ai1; g(3)(i) = ain; d(3)(i) = ai;n�i+1 .4. A(4) is called 4�oriented N�matrix if f (4)(i) = a1i; g(4)(i) = ani; d(4)(i) = ai;n�i+1.Note that the generating functions are overlapping again and that the 1�oriented N�matrix is the standardN�matrix discussed above.
1-oriented 2-oriented 3-oriented 4-orientedFigure 5: Shapes of oriented N�forms.ExampleDeterminant of a 4-oriented N�matrix A of order n with f (4)(i) = fi; g(4)(i) = gi; d(4)(i) = di:jAj = ��������������

f1 f2 f3 � � � fn�1 fn0 � � � � � � 0 d2 0... � � � ...... � dn�2 � ...0 dn�1 0 � � � � � � 0g1 g2 g3 � � � gn�1 gn
�������������� :We will now show how determinant formulas for all orientations of N�matrices can be obtained.Corollary 3 Let A(l) be an l�oriented N�matrix of order n with generating functions f (l); g(l); d(l), then thefollowing identities hold:



2.3. DETERMINANTS OF N�MATRICES 251. jA(1)j = Nform(n; f (1); g(1); d(1)):)2. jA(2)j = Nform(n; f (2); g(2); d(2)):3. jA(3)j = (�1)bn2 cNform(n; g(3); f (3); d(3)):4. jA(4) = (�1)bn2 cNform(n; g(4); f (4); d(4)R):Proof.1. This follows from Theorem 7 with d = d(1); c1 = f (1); cn = g(1).2. Since jtAj = jAj, this follows again from Theorem 7 with d = d(2); c1 = f (2); cn = g(2).3. If we swap column k with column n � k + 1 for k = 1; : : : ; �n2 � then we obtain a 1�oriented N�formand the claim follows from 1. with f (1) = g(3) and g(1) = f (3).4. Follows from 3. with f (3) = f (4); g(3) = g(4), and d(3) = d(4)R since jtAj = jAj.
Having the �rst upper or lower side diagonal nonzero instead of the main diagonal, it is straightforward tosee that swapping the last row up to the top (or the �rst row down to the bottom, respectively) we obtainthe normal N�form. If the nonzero diagonal is beyond that, the determinant will be zero.How does the determinant of a N shaped matrix change, if we introduce another neighbouring nonzerodiagonal? It will be shown that an easy reduction to determinants of 7�matrices can be made. For thatpurpose we examine modi�ed 2�oriented N�forms.Corollary 4 Let A be a 2�oriented N�matrix of order n with generating functions f; g; d and additionalfunction e(i) = ai+1;i i = 1; : : : ; n� 1 generating the �rst lower side diagonal, thenjAj = g(n)Form7(n� 1; fj1::n�1 ; dj1::n�1 ; ej1::n�2)� f(n)Form7(n� 1; gj1::n�1 ; dj1=g(1)1::n�1 ; ej1::n�2);with fj1=g(k)1::n�1 (i) = � g(k) if i = 1f(i) if 2 � i � n� 1:Proof.Expanding the last column of A we get jAj = g(n)jAnnj+ (�1)n+1f(n)jA1nj.jAnnj obviously is the �rst claimed 7�form and swapping row n� 1 of jA1nj up to the top we get the desiredsecond 7�form while the sign factor reduces to �1.We will call matrices of this type fat N�matrices. Observe that it is straightforward to transform fat N�matrices of other orientations into this standard form.



26 CHAPTER 2. FRAME FORMS2.4 Determinants of R�matricesIn the two previous sections we discussed determinants of matrix classes that only had two bordering rowsor columns and the main diagonal nonzero. Now we are interested in allowing another bordering row orcolumn to be nonzero.De�nition 9 A matrix A of order n is called R�matrix, if only the �rst and last column, the �rst row andthe main diagonal are nonzero.c1 : f1; : : : ; ng ! K; f(i) = ai1 is called generating function of column 1.c2 : f1 : : : ; ng ! K; g(i) = ain is called generating function of column n.r : f1; : : : ; ng ! K;h(i) = a1i is called generating function of row 1.d : f1; : : : ; ng ! K; d(i) = aii is called generating function of the main diagonal.Note that we have overlapping corner elements a11 = r(1) = c1(1) = d(1); a1n = r(n) = c2(1) and ann =d(n) = c2(n) in this setting.The determinant of an R�matrix will be referred to as R�determinant or R�form and will be often denotedas Rform(n; c1; c2; r; d).Example
A = 0BBBB@ 1 1 1 1 53 2 0 0 55 0 3 0 57 0 0 4 59 0 0 0 5 1CCCCA :

Now we want to derive a general determinant formula for R�matrices.Theorem 8 Let A be an R�matrix of order n with generating functions c1; c2; r; d, then we havejAj = �c1(n)Arrow(n� 1; rj1=c2(1)1::n�1 ; c2j1::n�1 ; dj1=c2(1)1::n�1 ) + c2(n)Arrow(n� 1; rj1::n�1 ; c1j1::n�1 ; dj1::n�1) (2.9)where fj1::n�1simply means the function f limited to the range f1; : : : ; n� 1g andfj1=g(k)1::n�1 (i) = � g(k) if i = 1f(i) if 2 � i � n� 1:Proof.We will prove identity (2.9) by expansion of the last row of A:jAj = (�1)n+1c1(n)jAn1j+ c2(n)jAnnj;where



2.4. DETERMINANTS OF R�MATRICES 27
jAn1j = ������������ r(2) r(3) � � � r(n� 1) c2(1)d(2) 0 � � � 0 c2(2)0 d(3) . . . ... ...... . . . . . . 0 ...0 � � � 0 d(n� 1) c2(n� 1)

������������ (2.10)and
jAnnj = ������������ c1(1) r(2) r(3) � � � r(n� 1)c1(2) d(2) 0 � � � 0c1(3) 0 d(3) . . . ...... ... . . . . . . 0c1(n� 1) 0 � � � 0 d(n� 1)

������������ : (2.11)It is obvious from (2.11) that jAnnj = Arrow(n� 1; rj1::n�1 ; c1j1::n�1 ; dj1::n�1).After swapping the last column n� 1 through to column 1 in (2.10), we see thatjAn1j = (�1)n�2Arrow(n� 1; rj1=c2(1)1::n�1 ; c2j1::n�1 ; dj1=c2(1)1::n�1 );which implies the theorem.There are several other ways to pick three nonzero bordering rows or columns and a main diagonal to getmatrices that are slight modi�cations of R�matrices. In the following we de�ne oriented R�matrices to takethis matter into account and show how their determinants di�er from those of normal R�matrices.De�nition 10 Let A(l) be a matrix of order n with generating functions f;(l) g(l); h(l) and d(l).1. A(1) is called 1�oriented R�matrix if f (1)(i) = a(1)i1 ; g(1)(i) = a(1)in ; h(1)(i) = a(1)1i ; d(1)(i) = a(1)ii .2. A(2) is called 2�oriented R�matrix if f (2)(i) = a(2)1i ; g(2)(i) = a(2)ni ; h(2)(i) = a(2)in ; d(2)(i) = a(2)ii .3. A(3) is called 3�oriented R�matrix if f (3)(i) = a(3)i1 ; g(3)(i) = a(3)in ; h(3)(i) = a(3)ni ; d(3)(i) = a(3)ii .4. A(4) is called 4�oriented R�matrix if f (4)(i) = a(4)1i ; g(4)(i) = a(4)ni ; h(4)(i) = a(4)i1 ; d(4)(i) = a(4)ii .5. A(6) is called 5�oriented R�matrix if f (5)(i) = a(5)i1 ; g(5)(i) = a(5)in ; h(5)(i) = a(5)1i ; d(5)(i) = a(5)i;n�i+1.6. A(5) is called 6�oriented R�matrix if f (6)(i) = a(6)1i ; g(6)(i) = a(6)ni ; h(6)(i) = a(6)in ; d(6)(i) = a(6)i;n�i+1.7. A(7) is called 7�oriented R�matrix if f (7)(i) = a(7)i1 ; g(7)(i) = a(7)in ; h(7)(i) = a(7)ni ; d(7)(i) = a(7)i;n�i+1.8. A(8) is called 8�oriented R�matrix if f (8)(i) = a(8)1i ; g(8)(i) = a(8)ni ; h(8)(i) = a(8)i1 ; d(8)(i) = a(8)i;n�i+1.Note that the generating functions are overlapping again and that the 1�oriented R�matrix is the standardR�matrix discussed above.



28 CHAPTER 2. FRAME FORMS
1-oriented 2-oriented 3-oriented 4-oriented1-oriented

5-oriented 6-oriented 7-oriented 8-orientedFigure 6: Shapes of oriented R�forms.Corollary 5 Let A(l) be an l�oriented R�matrix of order n with generating functions f (l); g(l); h(l); d(l), thenthe following identities hold:1. jA(1)j = Rform(n; f (1); g(1); h(1); d(1)).2. jA(2)j = Rform(n; g(2)R ; f (2)R ; h(2)R ; d(2)R).3. jA(3)j = Rform(n; g(3)R ; f (3)R ; h(3)R ; d(3)R).4. jA(4)j = Rform(n; f (4); g(4); h(4); d(4)).5. jA(5)j = (�1)bn2 cRform(n; g(5); f (5); h(5)R ; d(5)).6. jA(6)j = (�1)bn2 cRform(n; f (6)R ; g(6)R ; h(6); d(6)).7. jA(7)j = (�1)bn2 cRform(n; f (7)R ; g(7)R ; h(7); d(7)R).8. jA(8)j = (�1)bn2 cRform(n; g(8); f (8); h(8)R ; d(8)R).Proof.1. Follows from Theorem 8.2. Follows from 3. since tA(2) = A(3) for identical generating functions.3. Swapping row k with row n� k + 1, for k = 1; : : : �n2 � , we obtain a 5�oriented R�form with reversedgenerating functions f (3); g(3); d(3). Now we swap column k with column n� k + 1, for k = 1; : : : �n2 �and get the standard form with also h(4) reversed and f and g exchanged.4. Follows from tA(4) = A(1).5. Swapping column k with column n � k + 1, for k = 1; : : : �n2 � does the trick, getting a reversed h(5)and exchanged f (5) and g(5).6. Transposing leads us to a 7�oriented R�form with transposed d(6).7. Swap row k with row n� k + 1, for k = 1; : : : �n2 � and get the desired form with reversed f (7); g(7).8. Transpose and get 5�oriented R�form with reversed d(8).



2.4. DETERMINANTS OF R�MATRICES 29In the future we will denote an s�oriented R�form of order n with generating functions f; g; h; d with thefunction call Rforms(n; f; g; h; d):After investigating the standard R�form in all orientations we will have a look at minor changes. Considermoving the diagonal again: As before, we are left with a zero determinant if we move more than one positiondiagonally. Moving only one position diagonally, clever expansion results in a triangular matrix and an arrowform which leads to an easy determinant formula.Now we will study how the introduction of a nonzero side diagonal changes the determinant of such matrices.Unfortunately it is necessary to distinguish the case of introducing a nonzero �rst upper side diagonal, calledfat�1 R�matrix, and the case of introducing a nonzero �rst lower side diagonal, called fat�2 R�matrix, as wewill see in the following.
fat-1 R-form fat-2 R-formFigure 7: Shapes of fat R-forms.Corollary 6 Let A be an R�matrix of order n with generating functions c1; c2; r; d and additional generatingfunction e(i) = ai;i+1, called fat�1 R�matrix, then we havejAj = g(n)FatArrow(n� 1; rj1::n�1 ; c1j1::n�1 ; dj1::n�1 ; ej1::n�2)�f(n)FatArrow(n� 1; rj1=c2(1)1::n�1 ; c2j1::n�1 ; dj1=c2(1)1::n�1 ; ej1::n�2 ):Proof.Expanding the last row of A yields jAj = (�1)n+1c1(n)jAn1j+ c2(n)jAnnj.jAnnj is already the needed fat arrow form and swapping the last column of jAn1j through to column 1 resultsin the second fat arrow form and a simpli�cation of the sign factor to �1.This was an easy reduction to fat arrow matrices. However, the next case will produce a rather involvedformula.Corollary 7 Let A be an R�matrix of order n with generating functions c1; c2; r; d and additional generatingfunction e : f1; : : : ; n� 1g ! R; e(i) = ai+1;i, called fat�2 R�matrix, then we havejAj =: Fat2Rform(n; c1; c2; r; d)= c2(n)FatArrow(n� 1; c1j1::n�1 ; rj1::n�1 ; dj1::n�1 ; ej1::n�2)�c1(n)FatArrow(n� 1; c2j1::n�1 ; rj1=C2(1)1::n�1 ); dj1=c2(1)1::n�1 ; ej1=c2(2)1::n�2 )�e(n� 1)Fat2Rform(n� 1; c1j1::n�1 ; c2j1::n�1 ; rjn�1=c2(1)1::n�1 ; djn�1=c2(n�1)1::n�1 ; ej1::n�2):



30 CHAPTER 2. FRAME FORMSProof.We expand the last row of A :jAj = (�1)n+1c1(n)jAn1j+ (�1)2n�1e(n� 1)jAn;n�1j+ c2(n)jAnnj:Observe that jAnnj = FatArrow(n�1; c1j1::n�1 ; rj1::n�1 ; dj1::n�1 ; ej1::n�2) as above if we transpose the minor.Moreover, swapping the last column through to the �rst column and transposing the result, we establishthat jAn1j = (�1)n�2FatArrow(n � 1; c2j1::n�1 ; rj1=c2(1)1::n�1 ; dj1=c2(1)1::n�1 ; ej1=c2(2)1::n�2 ). The rest is straightforward tosee.The last determinant formula can be viewed as a recurrence. Unfortunately we cannot solve this recurrencein general, so we still lack an explicit formula for this case.It remains to note that it is possible to reduce fat R�matrices of other orientations to one of the previouscases using similar methods as in Corollary 5.2.5 Determinants of DB�matricesIt is obvious that we now want to make the �nal step, that is allowing all bordering elements and the maindiagonal elements to be nonzero. The resulting matrix class looks like a box crossed with one diagonal linewhich is exactely the logo of the �Deutsche Bank� (hence the name DB�matrix).De�nition 11 A matrix A of order n is called DB�matrix if only the �rst and last rows and columns aswell as the main diagonal are nonzero.c1 : f1; : : : ; ng ! R; c1(i) = ai1 is called generating function of column 1.c2 : f1; : : : ; ng ! R; c2(i) = ain is called generating function of column n.r1 : f1; : : : ; ng ! R; r1(i) = a1i is called generating function of row 1.r2 : f1; : : : ; ng ! R; r2(i) = ani is called generating function of row n.d : f1; : : : ; ng ! R; d(i) = aii is called generating function of the main diagonal.The matrix corner elements a11; a1n; an1; ann will be denoted by c1(1); c2(1); c1(n); c2(n) respectively, as theyare overlapping again.The determinant of a DB�matrix will be referred to as DB�determinant or DB�form and will be often denotedas DBform(n; c1; c2; r1; r2; d).ExampleRecall the examples from the �rst chapter concerned with the detection of spherical degeneracies[ES95]. Thementioned in�sphere predicates S1 and S2 are in DB�form.S1 = ��������������
1 s1 0 � � � 0 s211 t1 0 � � � 0 t211 0 t2 . . . ... t22... ... . . . . . . 0 ...1 0 � � � 0 td t2d1 t � � � t t dt2

��������������d+2 ; S2 =
��������������
1 t t � � � t dt21 t1 0 � � � 0 t211 0 t2 . . . ... t22... ... . . . . . . 0 ...1 0 � � � 0 td t2d1 s � � � s s ds2

��������������d+2 : (2.12)
Now we want to derive a general determinant formula for DB�matrices.



2.5. DETERMINANTS OF DB�MATRICES 31Theorem 9 Let A be a DB�matrix of order n with generating functions c1; c2; r1; r2; d, then the followingidentity holds: jAj = c2(n)Arrow(n� 1; r1j1::n�1 ; c1j1::n�1 ; dj1::n�1)� c1(n)Arrow(n� 1; r1j1=c2(1)1::n�1 ; c2j1::n�1 ; dj1=c2(1)1::n�1 )� n�1Xl=2 r2(l)Rform(n� 1; c1jl!n�1n�1 ; c2jl!n�1n�1 ; r1jln�1 ; djln�1) (2.13)
where fj1::m as before and fjkm(i) = � f(i) 1 � i < kf(i+ 1) k � i � mand fjk!mm (i) = 8<: f(i) 1 � i < kf(i+ 1) k � i < mf(k) i = m:Proof.We will prove the identity by expansion of the last row:jAj = (�1)n+1c1(n)jAn1j+ n�1Xl=2 (�1)n+lr2(l)jAnlj + c2(n)jAnnj:We observe analogously to the previous theorem that jAn1j = (�1)n�2Arrow(n�1; r1j1=c2(1)1::n�1 ; c2j1::n�1 ; dj1=c2(1)1::n�1 )and jAnnj = Arrow(n� 1; r1j1::n�1 ; c1j1::n�1 ; dj1::n�1).Let 2 � l � n� 1, then

jAnlj =
��������������������

c1(1) r1(2) � � � r1(l � 1) r1(l + 1) � � � r1(n� 1) c2(1)c1(2) d(2) 0 � � � 0 � � � 0 c2(2)... 0 . . . . . . ... ... ...c1(l � 1) ... . . . d(l � 1) 0 � � � 0 c2(l � 1)c1(l) 0 � � � 0 0 � � � 0 c2(l)c1(l + 1) 0 � � � 0 d(l + 1) . . . ... c2(l + 1)... ... ... . . . . . . 0 ...c1(n� 1 0 � � � 0 � � � 0 d(n� 1) c2(n� 1)
�������������������� :Swapping row l down to the bottom, we get
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jAnlj = (�1)n�l�1

���������������������
c1(1) r1(2) � � � r1(l � 1) r1(l + 1) � � � r1(n� 1) c2(1)c1(2) d(2) 0 � � � � � � � � � 0 c2(2)... 0 . . . . . . ... ...c1(l � 1) ... . . . d(l � 1) . . . ... c2(l � 1)c1(l + 1) ... . . . d(l + 1) . . . ... c2(l + 1)... ... . . . . . . 0 ...c1(n� 1) ... . . . d(n� 1) c2(n� 1)c1(l) 0 � � � � � � � � � � � � 0 c2(l)

���������������������which is exactly the R�determinant stated in the theorem. The signfactor reduces to -1, thus we have provedour claim.Note that the proof is not limited to expansion of the last row. Similar results are obtained if we expandthe �rst row or one of the bordering columns with the e�ect that we have to deal with oriented arrow andR�forms.For the sake of completeness we state a corresponding result for DB�matrices with a nonzero counter maindiagonal instead of nonzero main diagonal.Corollary 8 The determinant of a matrix A of order n with generating functions c1; c2; r1; r2 like in normalDB�matrices and modi�ed diagonal generating function d̂(i) = an�i+1;i isjAj = (�1)bn2 c�1DBform(n; c1; c2; rR1 ; rR2 ; d̂R);where rR1 (i) = r1(n� i+ 1); rR2 (i) = r2(n� i+ 1) and d̂R(i) = d(n� i+ 1).Proof.Just swap column j and column n� j + 1 for j = 2; : : : ; �n2 �� 1.ObservationWe can express the determinant of a DB�matrix by 2n� 2 determinants of arrow�matrices of smaller order.However, in general, we do not have an explicit determinant formula for symbolic n. It is possible to receivean explicit formula for special cases:If one of the bordering rows or columns contains only a �xed number (i.e. independent of n) of nonzeroentries then a �xed number of determinants of arrow�matrices is su�cient to express the DB�determinant,hence we may obtain an explicit formula for the DB�form. We also observe that we may yield the previouscase if two rows or columns are �almost� linear dependent (that is apart form a �xed number of entries) bysubtracting an appropriate multiple.Of course we want to apply our formula to the in�sphere determinants of the previous example and comparethem to the results stated in [ES95].



2.5. DETERMINANTS OF DB�MATRICES 33Consider S1 in (2.12), if we use our package function DBform which implements the general formula ofTheorem 9, we get the formula(1� s1=t1) � �dt2 �Qdl=1 tl � t �Qdl=1 tl Pdl=1 tl��(s21 � t1s1) � �Qdl=1 tl � tQdl=1 tl Pdl=1 1tl� :This formula can be simpli�ed removing the nonzero factor (s1=t1 � 1) �Qdl=1 tl and we receivet1 + � � �+ td � dt+ t1s1� 1t1 + � � �+ 1td � 1t� (2.14)as in [ES95].Now we turn to S2 in (2.12). Using our package function we get the formula(1 � t=s) � ds2 � dYl=1 tl � s � dYl=1 tl dXl=1 tl!� (dt2 � dst) � dYl=1 tl � s � dYl=1 tl dXl=1 1tl! :It is possible to factor out the nonzero term (Qdl=1 tl)=((t� s)), receivingt1 + � � �+ td � dt+ dst� 1t1 + � � �+ 1td � 1t� (2.15)as in [ES95]. Both determinants are nonzero for the given ranges of the entries (see [ES95]).Let us play around with the diagonal a little bit again. As in the previous sections it is obvious that movingthe diagonal beyond the �rst upper or lower side diagonal results in a zero determinant.The case of nonzero �rst upper or lower side diagonal is quite interesting however, since it yields only twoR�form calls: If we expand the row or column with only two elements, we are left with a minor in R�formand another minor which can easily be transformed into R�form. This gives us the following corollary.Corollary 9 Let A be a DB�form of order n with column generating functions c1; c2, row generating func-tions r1; r2 and modi�ed function d(i) = ai;i+1 ; i = 1; : : : ; n � 1 generating the �rst upper side diagonal,then jAj = (�1)n( r2(2) Rform(n� 1; c1j1::n�1 ; c2j1::n�1 ; r1j2n ; d)�r1(2)Rform(n� 1; c1j1=c1(n)1::n�1 ; c2j1=c2n)1::n�1 ; r2j2n ; dj1=c1(n)1::n�1 )):Having the �rst lower side diagonal instead of the �rst upper side diagonal in the corollary yields an analogousformula.Note that in general we cannot obtain a formula for DB�forms with two neighbouring nonzero diagonalssince they cannot be reduced to a sum over R�forms.



34 CHAPTER 2. FRAME FORMS2.6 Transformation into border formSo far, our matrices had only bordering rows and columns nonzero which we will denote as border form. Wewill investigate the case that the position of the (at most two) rows and columns is arbitrary which we willdenote as frame form. Of course, we would like that matrices of this more general class can be transformedinto border form which would mean a generalization of our preceding results.In the following we restrict ourselves to determinants of matrices with only the maindiagonal and twobordering rows and columns nonzero. W.l.o.g. we assume that there are two nonzero rows and two nonzerocolumns which are not at bordering positions.Having a matrix of order n of this form, we proceed as follows:1. Swap the �rst nonzero row at position k1 with the �rst row (and consider the e�ect on columns anddiagonal). The �rst diagonal element a11 is now at ak11 and if the �rst column is not nonzero we haveto get rid of this �dangling� element to preserve the form with only one diagonal, two rows and twocolumns nonzero. We swap the �rst column with the k1th column which gets the �dangling� elementback into the diagonal (e�ects on the rows and diagonal have to be considered) and restored our desiredform since the element ak1k1 is zero except if column k1 is nonzero but in this case we would swap thecolumn into the right place.2. Swap the second nonzero row at position k2 with the last row (e�ects on columns and diagonal haveto be considered). If the last column is zero with a �dangling� element then we have to swap columnn with column k2. Now the rows are at the desired place.3. Swap the �rst nonzero column with the �rst column (considering the e�ect on rows and diagonal).Since the rows are already at bordering positions, we don't have to get rid of an unwanted �dangling�element.4. Swap the second nonzero column with the last column (considering the e�ect on rows and diagonal).Finally, we reached the border form. The determinant of the transformed matrix multiplied with thesign factor introduced by the swapping is identical to the original matrix.Let us illustrate the process in an example:



2.6. TRANSFORMATION INTO BORDER FORM 35ExampleConsider the determinant ����������������
a 0 b 0 c 0 0 0d a b d c d d d0 0 a 0 c 0 0 00 0 b a c 0 0 0e e b e a e e e0 0 b 0 c a 0 00 0 b 0 c 0 a 00 0 b 0 c 0 0 a

���������������� :Swapping row 2 with row 1 gets one of the rows into the desired place but introduces a dangling element:� ����������������
d a b d c d d da 0 b 0 c 0 0 00 0 a 0 c 0 0 00 0 b a c 0 0 0e e b e a e e e0 0 b 0 c a 0 00 0 b 0 c 0 a 00 0 b 0 c 0 0 a

���������������� :Successive exchange of the �rst two columns eliminates the dangling element and yields����������������
a d b d c d d d0 a b 0 c 0 0 00 0 a 0 c 0 0 00 0 b a c 0 0 0e e b e a e e e0 0 b 0 c a 0 00 0 b 0 c 0 a 00 0 b 0 c 0 0 a

���������������� :Next, we swap row 5 with row 8 and then column 5 and 8 to get rid of the resulting dangling element andget ����������������
a d b d d d d c0 a b 0 0 0 0 c0 0 a 0 0 0 0 c0 0 b a 0 0 0 c0 0 b 0 a 0 0 c0 0 b 0 0 a 0 c0 0 b 0 0 0 a ce e e e e e e a

���������������� :The last transformation already put one of the columns into the right position, thus, it remains to swapcolumn 3 with column 1 and we �nally get
� ����������������

b d a d d d d cb a 0 0 0 0 0 ca 0 0 0 0 0 0 cb 0 0 a 0 0 0 cb 0 0 0 a 0 0 cb 0 0 0 0 a 0 cb 0 0 0 0 0 a cb e e e e e e a
���������������� ;



36 CHAPTER 2. FRAME FORMSwhich is in the desired frame form.How does the procedure change if we take one of the principal side diagonals to be nonzero instead?Essentially, we follow the four steps above, with the di�erence that the �dangling� element appears only inthe second or penultimate row or column and has to be treated appropriately. In half of the swap cases,there are no dangling elements (e.g. if the lower side diagonal is nonzero and we want to swap row k1andthe �rst row then no �cosmetics� are needed afterwards).However, there are a few special cases to be taken into account: Consider the case that the upper sidediagonal, an arbitrary row and the �rst and the second column are nonzero. Assume that the row hasalready been transformed without changing the position of the columns:���������������
a11 a12 a13 a14 � � � a1na21 a22 a23 0 � � � 0a31 a32 0 a34 . . . ...a41 a42 0 0 . . . 0... ... ... ... . . . an�1;nan1 an2 0 0 � � � 0

��������������� :Since the �rst column is already in place we have to swap the second column with the last column which ingeneral introduces a dangling element at the position (n� 1; 2). Unfortunately, now, it's not possible to getrid of this element by performing another row or column exchange without introducing an additional row orcolumn with nonzero elements. However, we can escape the dilemma if we simply swap the second columnat position two through to position n performing n� 2 column exchanges. The resulting matrix then has anonzero main diagonal : (�1)n�2 ��������������
a11 a13 a14 � � � a1n a12a21 a23 0 � � � 0 a22a31 0 a34 . . . ... a32... ... . . . . . . 0 ...an�1;1 0 � � � 0 an�1;n an�1;2an1 0 � � � 0 0 an2

�������������� :We proceed analogously in the case of counter diagonals.Observe that we can easily drop the assumptions having exactely two nonzero rows and columns in non�bordering positions at the beginning of our procedure.It is important to note that such transformations are not possible in general if we allow two (or more) nonzerodiagonals:ExampleConsider the following determinant: ��������������
1 1 0 0 0 0 00 1 1 0 0 0 00 0 1 1 0 0 01 1 1 1 1 1 10 0 0 0 1 1 00 0 0 0 0 1 10 0 0 0 0 0 1

�������������� :



2.7. IMPLEMENTATION 37Exchanging row one and four yields � ��������������
1 1 1 1 1 1 10 1 1 0 0 0 00 0 1 1 0 0 01 1 0 0 0 0 00 0 0 0 1 1 00 0 0 0 0 1 10 0 0 0 0 0 1

�������������� :Now, we introduced two �dangling� elements. We can get rid of the �rst one in a41 by simply exchangingcolumn one and four. The second one causes problems, however. We cannot get rid of this dangling elementwithout causing another.Of course, if we would allow that an additional bordering column can be nonzero, we could also deal withthis case, but if we already had two nonzero columns, we are de�nitely lost.In many special cases, a transformation would be possible, but, having automation in mind, we are onlyinterested in a general solution which can only be found in the case of one nonzero diagonal.It may be noted that our transformations are based on graph isomorphism if we use an appropriate repre-sentation of the frame form determinants.2.7 ImplementationWe address implementation issues of the Maple package FRAMEFORMS that provides the computation ofdeterminant formulas for speci�ed matrices of the discussed shapes. Examples and further details can befound in the appendix or the on�line help pages.2.7.1 General ConsiderationsWhich matrix generating functions can I use ? In the previous sections we de�ned the matrixgenerating functions in a general way: A generating function f(i); i = 1; : : : n could take any values for any�xed i, that is there are arbitrary piecewise de�nitions possible.In our implementation we will need to restrict this generality to make the coding bearable.We now require that piecewise de�nitions of f are only possible in the intervals [1::p1] and [n� p2::n] withinteger p1; p2. In these intervals we may choose any value for f(i) but in the interval [p1 + 1::n� p2 � 1] weneed f(i) = g(i) for a non�piecewise function g.This restriction is necessary since any slighter generalization amounts in an unacceptable amount of additionalcoding.However, many interesting examples can be handled using this restriction. Another reason is that thedeterminant formulas will get more and more complicated and unreadable as the generating functions becomemore and more general.Consequently, we restrict the matrix order n to be of the form n = v + d with a symbolic variable v andinteger d. This is reasonable considering the �rst restriction.Matrix order The matrix order n can either be a positive integer or a symbolic value (see above). The�rst case results in a determinant which could also be computed by Maple's det function. For small valuesof n this will be signi�cantly faster due to all the testing overhead in our functions. However, for very largevalues of n it may be worth to use the package, since it provides direct computation without dealing withstorage consuming intermediate expressions.



38 CHAPTER 2. FRAME FORMSSpecifying the matrix This is the most important issue: How can we specify matrices of this class?The idea is very intuitive. If we have a special matrix in mind or on paper and should specify it, we wouldsay for example: �the �rst column looks like this, the last row looks like this and the main diagonal like this�.Thus the matrix speci�cation is a list of row, column or diagonal speci�cations:specM=[ specL_1, : : : , specL_k ]In this list we have lists of tuples of the form specL = [ type[pos] , functionspecL ] specifying a certainmatrix chunk.type may be row,col,diag or cdiag.pos can be between 1 or n for row and col type or -1,0,1 for diag and cdiag type.Obviously, col[n] means the last column and diag[-1] means the �rst lower side diagonal.functionspecL is the piecewise speci�cation of the elements in the current matrix chunk.functionspecL= [ [interval_1, function_1(i)], : : : , [interval_k,function_k(i)]]ExampleThe following matrix
M = 0BBBBBB@ a1 a2 � � � an�1 an�1 x 0 � � � 00 �1 x . . . ...... . . . . . . . . . 00 � � � 0 �1 x

1CCCCCCAwould be speci�ed by[[row[1],[[1..n,a[i]]] ], [diag[0],[[1..1,a[1]],[2..n,x]] ],[diag[-1],[[1..n-1,-1]] ] ]Features:� If an entire row, column or diagonal is generated by a single function f(i) , it is cumbersome to alwayswrite [[1..n,f(i)]]. This can also be achieved with f(i) or [1..n,f(i)] for short.� Since corner elements overlap it is also cumbersome, that we have to to write this corner element inevery relevant function list. Hence we allow that it may be left out if already speci�ed elsewhere. Ashorter speci�cation for the preceding example would therefore be: [ [row[1],a[i] ] , [ diag[0],[2..n,x] ] , [diag[-1],-1] ]� It is also possible to leave holes at the beginning and the end of a function speci�cation list which arepadded with zeroes.I.e. [[4..7,a],[8..n-3,b]] is modi�ed into [[1..3,0],[4..7,a],[8..n-3,b],[n-2..n,0]] if thecorner elements were not speci�ed yet, otherwise it is adjusted appropriately.� Another short cut is diag for diag[0] and cdiag for cdiag[0] respectively.� If an interval only contains one element we may write [p,f(i)] instead of [p..p,f(i)].Note that the single speci�cations of rows, columns and diagonals can be in arbitrary order.If no speci�cation for overlapping corner elements is found, they will be treated as zero.



2.7. IMPLEMENTATION 39Checking the determinant How can we trust the computation of a determinant formula using thispackage? It would be desirable if we could test the resulting determinant formula with di�erent values forthe matrix order n.Hence, if we give the optional directive �check[dim]�, the positive integer dim is substituted for symbolicorder n into the matrix speci�cation and the determinant of the resulting matrix of order dim is computedusing Maple's det function and compared with the output formula where we substituted dim for n as well.Inconsistencies are reported to the user as a sign that the output formula is not trust worthy.Setting dim to a very large value, or successively trying di�erent check values, increases the trust in theresult. On the other hand, large values for dim also increase computation times and can fail when Mapleruns out of memory at some stage.The default check value is 4. It is automatically adjusted to c if the output formula is only valid for n � c.2.7.2 The package functionsThe FRAMEFORMS package consists of the following functions:Frameform, FrameformMatrix, GetBorderForm, Form7, Arrow, Nform, Rform, DBform.The function Frameform automatically detects the matrix form and calls the corresponding function. Thefunction FrameformMatrix simply returns the speci�ed matrix and serves as a tool to play around with (e.g.one might be interested in the product of such matrices). In the case of symbolic orders we use dots �o� toabbreviate the symbolic order appropriately and hence the returned matrix should just be used for illustrativepurposes since the �dots� are treated as normal entries by Maple. The function GetBorderForm returns thespeci�ed frame form matrix in border form performing the operations described in the last section.2.7.2.1 General PropertiesThe general structure of the package functions could be loosely described as:1. Parse and test input determining additional informations and transforming the speci�ed matrix intostandard border form if necessary.2. Transform speci�ed matrix into standard form to apply our derived formula.3. Compute the determinant formula according to number and position of the diagonals splitting up theoccurring sums (and products) into the necessary parts, simplify and test (if speci�ed).All package functions �rst parse and test the input. They all call the function MatrixSpecificationwhich checks the matrix order n and the matrix speci�cation specL according to the previous section.If the optional argument print is given it calls the function printMatrix for integer matrix orders orprintMatrixSymbolic in the symbolic case. These functions display the speci�ed matrix using dots toillustrate the symbolic case.The optional argument check or check[k] enables the checking mechanism. The check order is determined(see above) and the internal function printMatrix is called for that order with the option not to print butjust returning the appropriate matrix . Maple's det function computes the trustworthy check result.If the speci�ed matrix is not already in border form, the function determineStandardFRAMEFORM is calledwhich transforms the lists of the generating functions appropriately (according to the previous section tak-ing all special cases into account) such that they would result in the speci�cation of the correspondingtransformed matrix. A possible sign factor is also returned.The �nal stage of MatrixSpecification is to determine the type and corresponding orientation of thespeci�ed matrix.It eventually returns a list of informations: [ Type,n, V, symbolic, checkresult, checkdim, ndiags,diagpos, orient, L] .



40 CHAPTER 2. FRAME FORMS� Type is one of the unevaluated names diagonal, arrow, form7, N, R, DB .� V is the variable in the matrix order (if n is symbolic, 0 otherwise).� symbolic is a boolean �ag describing the matrix order.� check_dim is the matrix order used for checking the result (0 if checking is disabled).� check_result is the determinant of order check_dim computed with Maple's det function.� n_diags is the number of occurring diagonals.� diag_pos is the position of the �highest� or �lowest� diagonal (0 for main diagonal, 1 for upper sidediagonal, -1 for lower side diagonal).� orient is the orientation of the matrix form. This indicates how to transform into standard form.� L is a sequence of function speci�cation lists depending on Type e.g. for arrow type we return thefunction list specifying the row, followed by the function list s specifying the column and the diagonal(s).The package functions then test whether the determined type is correct and call their computation functionswith the additional informations .The computation functions �rst transform their input matrix expressed by the generating function lists tostandard form (to make use of our formulas). We need to manipulate the function lists for that purposeusing package internal list modi�cation functions. Transposing the matrix and swapping row (or column)pairs k; n� k + 1, for k = 1; : : : ; �n2 � are su�cient for these transformations. The internal package functionreverseL simulates the e�ect of pairwise swapping on the function lists. Sign factors arising during thetransformations are stored separately and multiplied to the �nal result formula to keep intermediate resultsmore readable.After having reached the standard form we are able to compute the appropriate determinant formula (ac-cording to the number of diagonals and their position). The remaining problem is to split up the sumsand products in the formula. This is quite easy for integer determinant orders, whereas the case of symbolicdeterminant orders has to be examined more closely: We allowed the de�ning functions to be piecewise in theintervals [1..p1], [n-p2+1..n] (p1,p2, integer) and required a total generating function in [p1+1..n-p2],an interval with length dependent on n. Therefore we compute the maximum p1 and p2 of all involvedde�ning functions and compute Pp1l=1 formula + Pn�p2l=p1+1 formula + Pnl=n�p2+1 formula. The secondsum is over an interval which is dependent on the symbolic variable n, hence we will make use of Maple'ssum command which is able to �nd closed forms for many sums. To avoid name clashes with the input wealways use underscored names for summation or product indices.If the formula involves computation of a determinant of another form we have to manipulate the functionlists appropriately to get the correct new de�ning functions. This is done using the internal list modi�cationfunctions like chopFirst, chopLast, addFirst, addLast, move_i_to_j.In the end we apply Maple's simplify function on the resulting formula with the sign factor. If checking isenabled we call the function checkResult which compares the correct check result with the formula's valuefor n=check_dim.2.7.2.2 Special PropertiesFollowing we discuss special implementation issues of the di�erent functions.Form7 The only di�culty here after the transformation into standard form is to handle the piecewisefunction de�nitions. After splitting up the sum we also have to worry about the products which also needto be split up.



2.7. IMPLEMENTATION 41Arrow We distinguish the case of only one diagonal and two diagonals.An Arrow form with one diagonal is transformed into standard form. Simple formulas are computed forforms that have the upper or lower main diagonal nonzero. In the main diagonal case we determine thenumber of zeroes of the diagonal function for i = 2; : : : ; n. If this number is � 2 we have a zero determinantif the maindiagonal vanishes for i = zeropos the determinant reduces to the term �r(i)c(i)Qn l=2l6=zeropos d(l).Otherwise we compute D =Qnl=2 d(l) and can safely compute the formula d(1)D �DPnl=2 r(l)c(l)d(l) .The two diagonal case is somewhat tricky: First we transform the matrix into standard form with maindiagonal and upper side diagonal nonzero. The formula (2.8) involves the determinant of a 7�form matrix oforder l in the sum. Due to the possibility of piecewise function de�nition it is not su�cient to compute theformula of this 7�form of order n and substituting n appropriately. We divide the sum again into three parts.The �xed order 7�forms in the �rst sum are computed constructing the 7�form of order p1 and using Maple'sdet for the determinant of this matrix and its minors. In the second sum we can safely use substitutionin the formula of the 7-matrix of order n � p2 � 1. The third sum poses problems again. We compute the7�form formula for all necessary values and use substitution for the others.Our decision to restrict the piecewise function de�nitions will become obvious here at the latest.Nform The implementation of N�forms is straightforward. First we test whether the rows or the columnsconstituting the N�form are linearly dependent which would result in a zero determinant. In the case of onlyone diagonal we transform the input to standard N�form and compute the resulting formula distinguishingbetween the position of the diagonal.In the two diagonal case we transform the input to a N�form with nonzero columns, main diagonal and lowermain diagonal. Choosing this transformation yields standard 7�form matrices expanding the last row whicheliminates additional transformations.Rform Preceding again is the linear dependency test followed by the transformation to standard R�form.The case of one diagonal results in di�erent computations with two Arrow form invocations each. The twodiagonal case with nonzero �rst upper side diagonal yields similar Arrow form function calls (this time with�fat shaft�). The two diagonal case with nonzero �rst lower side diagonal is treated specially since we onlydetermined a recurrence formula in Corollary 7: We simulate the stepwise elimination of the lower diagonalwith appropriate row operations and obtain a standard R�form with complicated column entries that issolved like above (yielding very complicated formulas in general).DBform Here we only allow one nonzero diagonal.After the linear dependency checking for the rows and the columns we transform the matrix into standardform.If the nonzero diagonal is not the maindiagonal we can use the simple expansion of a row consisting of onlytwo nonzero elements which results in only two R�form calls.Having the main diagonal nonzero we're left with the di�cult formula and our aim will be �nding or producingas many zeroes as possible in one of the rows and columns.If none of the bordering rows and columns contain or can be transformed to contain but a �xed (integer)number of nonzero elements then our formula tells us that we are left with a �symbolic� sum of R�forminvocations which cannot be evaluated. Otherwise we transform again such that the row or column with the�xed number of nonzero entries is located in the �rst row. Following we can compute the result using ourformula with the advantage of having only a �xed number of R�form calls.



42 CHAPTER 2. FRAME FORMS2.7.3 ProblemsOne of the major drawbacks of the package is that the output determinant formulas are not entirely simpli�edas one would desire, which leads to quite big formulas for more complicated problems. This is due to thefact that we did not implement simpli�cation strategies for special cases of the discussed determinant formsand due to Maple's inability to recognize some potential simpli�cation patterns in expressions . AlthoughMaple is designed to allow users to de�ne their own simpli�cation procedures this would go beyond thescope in our case. So we have to look ourselves if we �nd any obvious simpli�cations to the formulas. It issuggested to reapply Maple's simplify function or to try the factor function which sometimes (but notalways) produces a more readable formula.Unfortunately, there seems to be a bug in Maple's sum function, hence our package functions don't alwayswork properly (even after the imposed restrictions) in the case of two diagonals. The reasons are Maple'sattempts to �nd closed forms for sums which sometimes result in an internal error con�guration or a formulacontaining 1 (obtained by limit computation) that cannot be checked for integer orders.These errors occur when the de�ning matrix functions become more and more complex, especially whenmore of them are non�constant functions in i which often means that Maple attempts to �nd a closed formfor sums over non�trivial products.A simple avoidance of these errors would be using Maple's command for inert summation, Sum which returnsthe unevaluated sum. However, in the simpler cases we are happy about closed forms of the occurring sums,in fact that's what is expected from such a package.We chose to steer a middle course: After the in sum call in Form7 we check whether the result contains 1and replace it by the inert Sum call in that case. This reduces the number of errors signi�cantly withoutgiving up the advantage of getting nice closed forms for some of the sums.2.8 SummaryIn this chapter we derived a number of determinant formulas for matrix classes that only had bordering rowsand columns as well as the main diagonal nonzero. We generalized the results for arbitrary position of therows and columns. The e�ect of an additional neighbouring diagonal was examined, obtaining formulas inmost cases apart from the DB�form.The designed Maple package FRAMEFORMS allows the (somewhat restricted) speci�cation of a frame formmatrix and computes a determinant formula using the results of this chapter. The package can be usedto derive determinant formulas for some special geometric predicates in determinant form like in [ES95].However, the resulting formulas tend to be in need of further manual simpli�cation. �Nice� formulas are onlyobtained in simple cases.We will often meet determinants of the discussed forms in later chapters, e.g. investigating alternants anddouble alternants or symmetric determinants.



Chapter 3AlternantsIn this chapter we are investigating determinants of a very important matrix class, so�called alternants.They occur in various applications, such as interpolation and geometric primitives.We will �rst examine general properties of these alternants, illustrate di�erent methods to compute theirdeterminant exploiting their relation to elementary and complete symmetric functions. Then we try togeneralize our results to double�alternants.3.1 Alternants3.1.1 De�nition and basic propertiesLet us de�ne the term of an alternant. We will �rst give an illustrative de�nition followed by an extendedde�nition.De�nition 12 Let A be a matrix of order n. If the entries of the �rst row are generated by functionsf1; : : : ; fn in one variable x1, the entries of the second row by the same functions in another variable x2 andso on then jAj is called an alternant.jAj = ��������� f1(x1) f2(x1) � � � fn(x1)f1(x2) f2(x2) � � � fn(x2)... ... . . . ...f1(xn) f2(xn) � � � fn(xn) ���������Obviously, we would also have an alternant if the columns would be generated by the functions in a certainvariable since transposing leaves the determinant unaltered and reduces it to the previous case.Let us try to explain the name alternant: Every alternant of order n is a function of n variables. To exchangetwo of these would be the same as to exchange two rows (or columns), and therefore would have the e�ectof merely changing the sign of the function. Since functions with this property are known as alternatingfunctions, the origin of the name alternant is apparent.Therefore we have the following extended de�nition:De�nition 13 Any determinant which is an alternating function is called an alternant.Notation We will often denote an alternant jAj with generating functions f1; : : : ; fn in the variablesx1; : : : ; xn by its main diagonal elements: jA(f1(x1); f2(x2); : : : ; fn(xn))j43



44 CHAPTER 3. ALTERNANTSWe present the most popular and very important example:ExampleThe Vandermonde matrix V of order n is de�ned as vij = xj�1i . Its determinant
jV j = ����������� 1 x1 x21 � � � xn�111 x2 x22 � � � xn�12... ... ... ... ...1 xn�1 x2n�1 � � � xn�1n�11 xn x2n � � � xn�1n

�����������is an alternant of order n with column generating functions xj�1i ; j = 1; : : : ; n.Vandermonde matrices have important applications. Recall the problem of polynomial interpolation:Given n + 1 pairs of points (x0; f0); (x1; f1); : : : ; (xn; fn) with distinct xi, we want the unique polynomialp(x) = Pnj=0 ajxj�1 that interpolates the values fi in the points xi, that is, p(xi) = fi. Writing this as alinear system in matrix form we get:0BBBBB@ 1 x0 x20 � � � xn01 x1 x21 � � � xn1... ... ... ... ...1 xn�1 x2n�1 � � � xnn�11 xn x2n � � � xnn
1CCCCCA0BBBBB@ a0a1...an�1an

1CCCCCA = 0BBBBB@ f0f1...fn�1fn
1CCCCCA :Since the xi are distinct, the Vandermonde matrix of order n+1 is nonzero which we will see in the followingand the linear system has a unique solution.After having studied possible applications of Vandermonde determinants, we are interested in the formulaof this determinant. Almost every maths course on linear algebra requires from its students to prove thatjV j = Qi<j(xj � xi) (usually by induction). We will derive this formula in the following using a di�erentproof method but �rst we will state a fundamental property of alternants:Theorem 10 Every alternant of order n with entries in the ring of polynomials R[x1; : : : ; xn] contains thedi�erence product DP(x1; : : : ; xn) = nY1�i<j�n(xj � xi)of its variables x1; : : : ; xn as a factor.Proof.Let the variables be x1; : : : ; xn.Substituting xn for any other of the variables we cause the determinant to vanish since we would obtaintwo similar rows. Hence it follows that Qn�1i=1 (xn � xi) is a factor. Similarly substituting xn�1 for the othervariables yields a factor Qn�2i=1 (xn�1 � xi) and so on.



3.1. ALTERNANTS 45This is a very important theorem which allows us to make some simpli�cations to �nd the cofactor of thedi�erence product as we will see in the following sections.It remains to prove the Vandermonde determinant identity. In fact, we will prove that the di�erence productcan be expressed as an alternant, namely the Vandermonde determinant.Theorem 11 The di�erence product DP(x1; : : : ; xn) is expressible as an alternant, namely the Vander-monde alternant jV j: DP(x1; : : : ; xn) = ��������� 1 x1 � � � xn�111 x2 � � � xn�12... ... ...1 xn � � � xn�1n ��������� :Proof.Assume the following lexicographic ordering of the variables: x1 � x2 � : : : � xn.Thus the leading term of DP(x1; : : : ; xn) =Q1�i<j�n(xj � xi) is xn�1n xn�2n�1 � � �x2.What is the leading term of the Vandermonde alternant? It follows from its structure and the basic de�nitionof determinants that the leading term is the product of the main diagonal elements xn�1n xn�2n�1 � � �x2.Since jV j contains DP(x1; : : : ; xn) as a factor and their leading factors coincide (including the coe�cients),it follows that indeed DP(x1; : : : ; xn) = jV j .The preceding results allow some straightforward conclusions on certain Vandermonde like alternants. Wewill denote an alternant of order n with column generating functions f1; : : : ; fn and variables x1; : : : ; xn withits main diagonal elements jf1(x1); f2(x2); : : : ; fn(xn)jnor brie�y j(fj(xi))jn and de�ne DP(p(x1); : : : ; p(xn)) =Q1�i<j�n(p(xj)� p(xi)) for polynomials p(xi).Corollary 10 Let q(xi) be a polynomial independent from j and l(j) = kj + d with k; d 2 IN. thenjq(xi)(p(xi))l(j)jn = nYi=1 q(xi)(p(xi))d+k DP(p(x1)k ; : : : ; p(xn)k):Proof.Since q(xi) is only a multiplicative factor of the alternant entries independent of j, we can remove this factorfrom every row. Now we we look at p(xi)l(j) = p(xi)k(j�1)+d+k = p(xi)d+k(p(xi)k)j�1 . The �rst factor maybe taken out again and substituting ui = p(xi)k we are left with the normal Vandermonde alternant.If the generating functions of an alternant are of the form pj(xi) = Pkl=0(alxli + blxj+li ), it is also possibleto derive a formula for this type.Corollary 11 Let jAj = jpj(xi)jn be an alternant with generating functions pj(xi) =Pd2l=�d1(alxli+ blxj+li ),d1; d2 2 IN and al; bl coe�cients independent from i; j, thenjAj = nXi=1(�1)i+1p1(xi) nYk=1k 6=i d2Xl=�d1 blxl+1k (xk � 1)DP(x1; : : : ; xi�1; xi+1; : : : ; xn):



46 CHAPTER 3. ALTERNANTSProof.We consecutively subtract column k from column k + 1 for k = n � 1; : : : ; 1. The constant powers cancelout after this modi�cation and we havejAj = ���������� p1(x1) Pd2l=�d1 blxl+11 (x1 � 1) x1Pd2l=�d1 blxl+11 (x1 � 1) � � � xn�21 Pd2l=�d1 blxl+11 (x1 � 1)p1(x2) Pd2l=�d1 blxl+12 (x2 � 1) x2Pd2l=�d1 blxl+12 (x2 � 1) � � � xn�22 Pd2l=�d1 blxl+12 (x2 � 1)... ... ... ...p1(xn) Pd2l=�d1 blxl+1n (xn � 1) xnPd2l=�d1 blxl+1n (xn � 1) � � � xn�2n Pd2l=�d1 blxl+1n (xn � 1) ���������� :Expanding the �rst column, we examine the resulting minors jA1ij and see that we can factor outd2Xl=�d1 blxl+1k (xk � 1)in each row and are left with a Vandermonde determinant of order n�1 in the variables x1; : : : ; xi�1; xi+1; : : : ; xnwhich completes the proof.Note that the proof would not work if the generating functions pj(xi) involved two terms xj+ki and x2j+disimultaneously.ExampleLet us illustrate the somewhat complicated formula: Consider the alternant jAj = jpj(xi)jn with pj(xi) =1 + 2x2i + xj�1i + xji .The corollary yields the formulanXi=1(�1)i(2 + xi + 2x2i ) nYk=1k 6=i (x2k � 1)DP(x1; : : : ; xi�1; xi+1; : : : ; xn)):It would be possible to obtain formulas for other special alternant classes of simple structure using thesemethods but now we will focus on the cofactor of the di�erence product. The last corollaries did not enlightenus about the general structure of the cofactor.We will show that this cofactor is a symmetric function in the variables.Theorem 12 Let jA(x1; : : : ; xn)j be an alternant of order n. ThenjA(x1; : : : ; xn)j = S(x1; : : : ; xn)DP(x1; : : : ; xn)with S(x1; : : : ; xn) being a symmetric function in the variables x1; : : : ; xn.Proof.Examine jA(x1;::: ;xn)jDP(x1;::: ;xn) : If we exchange any two variables, both the nominator and the denominator changesign (being alternants this has the e�ect of exchanging two columns), hence the quotient remains unaltered,which is the de�nition of a symmetric function in these variables.



3.1. ALTERNANTS 47We will study this symmetric cofactor in the following sections. At �rst we will discuss important propertiesof symmetric functions that aid our investigations.3.1.2 Symmetric FunctionsWe will study the basic important properties of symmetric polynomials. Our presentation follows [CLO96]and [Kal].Let R be a commutative ring with identity and x1; : : : ; xn indeterminates over R.De�nition 14 A polynomial f 2 R[x1; : : : ; xn] is said to be symmetric if it remains unchanged under allpermutations of its variables, i.e. f(x�(1); : : : ; x�(n)) = f(x1; : : : ; xn)for all possible permutations � of f1; : : : ng.For example, if the variables are x; y; and z, then x2 + y2 + z2 and also xyz are symmetric polynomials.It is easy to see that the set of all such symmetric polynomials is itself a ring, hence we have a subring ofR[x1; : : : ; xn]. By de�nition, every element of R[x1; : : : ; xn] can be expressed as a polynomial in x1; : : : ; xn,hence x1; : : : ; xn generates the ring R[x1; : : : ; xn].Can we �nd �nitely many symmetric polynomials that generate the ring of symmetric polynomials?Surprisingly perhaps, the answer to this question has been known since at least the late eighteenth centuryand in a certain form to Newton.De�nition 15 (Elementary symmetric functions) Given variables x1; : : : ; xn, we de�ne the elemen-tary symmetric functions �0; �1; : : : ; �n 2 R[x1; : : : ; xn] as�0 = 1�1 = x1 + � � �+ xn;�2 = X1�i1<i2�nxi1xi2 ;...�r = X1�i1<���<ir�nxi1 � � �xir ;...�n = x1x2 � � �xn:Thus �r is the sum of all monomials that are products of r distinct variables. In particular, every term of�r has total degree r.We would like to convince ourselves that these polynomials are indeed symmetric. We introduce a newvariable X and consider the polynomialf(X) = (X � x1)(X � x2) � � � (X � xn) (3.1)



48 CHAPTER 3. ALTERNANTSwith roots x1; : : : ; xn. If we expand the right�hand side, it is straightforward to show thatf(X) = Xn � �1Xn�1 + �2Xn�2 + � � �+ (�1)n�1�n�1X + (�1)n�nNow suppose that we rearrange x1; : : : ; xn. This changes the order of the factors on the right�hand side of(3.1), but f itself remains unaltered. Thus, the coe�cients (�1)r�r of f are symmetric functions.We can conclude that for any polynomial with leading coe�cient 1, the other coe�cients are the elementarysymmetric functions of its roots (up to a factor of �1).From the elementary symmetric functions, we can construct other symmetric functions by taking polynomialsin �1; : : : ; �n, in fact what is more surprising is that all symmetric polynomials can be represented in thisway.Theorem 13 (Fundamental Theorem of Symmetric Polynomials) Every symmetric polynomial inR[x1; : : : ; xn] can be written uniquely as a polynomial in the elementary symmetric functions �0; �1; : : : ; �n.Proof. [Gauÿ]See [CLO96] for a proof.At the end of this brief introduction to symmetric functions, we give a de�nition of the complete symmetricfunctions and state some important identities.De�nition 16 The complete symmetric function of the variables x1; : : : ; xn of degree m, denoted byHm(x1; : : : ; xn) or brie�y Hm, is the sum of all possible powers and products of x1; : : : ; xn of the mth degree.It may be recursively de�ned asHm(x1; : : : ; xn) = xnHm�1(x1; : : : ; xn) +Hm(x1; : : : ; xn�1) (3.2)with Hm() = 0 and H0 = 1 and H�k = 0 for all variables and k 2 IN.The number of terms in Hm(x1; : : : ; xn) is �m+n�1n�1 �.It is straightforward to see that the complete symmetric functions also form a basis of the symmetricpolynomials. Other bases are the power sum symmetric functions or the Schur functions, both of whichwe do not use here. It is possible to express any symmetric polynomial in terms of one of these bases and itis possible to convert from one basis to another (There is a Maple package SF in the share library whichprovides this conversion for non�symbolic degree).Let us state some identities about complete symmetric functions that will be useful in the following:Developing the �rst term on the right in (3.2) we get:Hm(x1; : : : ; xn) = xmn + xm�1n H1(x1; : : : ; xn�1) + xm�2n H2(x1; : : : ; xn�1) + � � �+Hm(x1; : : : ; xn�1): (3.3)Similarly, the development of the second term yields:Hm(x1; : : : ; xn) = xnHm�1(x1; : : : ; xn) + xn�1Hm�1(x1; : : : ; xn�1) + � � �+ x2Hm�1(x1; x2) + xm1 :Clever development and some modi�cations give us the next identities (see [Met60] p. 332 for details):



3.1. ALTERNANTS 49Hm(x1; : : : ; xn) = xm1 +H1(x2; : : : ; xn)Hm�1(x1; x2) +H2(x3; : : : ; xn)Hm�2(x1; x2; x3)+ � � �+ xn�1n Hm�n+1(x1; : : : ; xn) (3.4)and Hm(x1; : : : ; xn�1; xn)�Hm(x1; : : : ; xn�1; xn+1) = (xn � xn+1)Hm�1(x1; : : : ; xn; xn+1): (3.5)Equipped with the theoretical framework concerning symmetric functions, we will now show how we canmake use of them investigating the symmetric cofactor of the di�erence product in an alternant.3.1.3 Expressing simple Alternants as complete symmetric functionsAt �rst we will consider alternants in which the generating functions are (nonnegative integer) powers of thevariables. Hence, we are interested in alternants of the formjA(xp11 ; xp22 ; : : : ; xpnn )j = ��������� xp11 xp21 � � � xpn1xp12 xp22 � � � xpn2... ... ...xp1n xp2n � � � xpnn ���������This type of alternant is known as simple alternant. (Note that negative integer powers can be reduced tononnegative powers by taking out an appropriate factor).We will now present an early result of Jacobi which expresses a simple alternant in terms of completesymmetric functions.Theorem 14 The quotient of any simple alternant by the corresponding di�erence product is expressible asa determinant whose elements are complete symmetric functions of the variables:jA(xp11 ; : : : ; xpnn )jDP(x1; : : : ; xn) = ��������� Hp1(x1; : : : ; xn) Hp2(x1; : : : ; xn) � � � Hpn(x1; : : : ; xn)Hp1�1(x1; : : : ; xn) Hp2�1(x1; : : : ; xn) � � � Hpn�1(x1; : : : ; xn)... ... ...Hp1�n+1(x1; : : : ; xn) Hp2�n+1(x1; : : : ; xn) � � � Hpn�n+1(x1; : : : ; xn) ��������� (3.6)Proof.Subtracting the �rst row of jA(xp11 ; : : : ; xpnn )j from all the following rows, we get:jA(xp11 ; : : : ; xpnn )j = ��������� xp11 xp21 � � � xpn1xp12 � xp11 xp22 � xp21 � � � xpn2 � xpn1... ... ...xp1n � xp11 xp2n � xp21 � � � xpnn � xpn1 ��������� :Since xpji � xpj1 = Hpj (xi) �Hpj (x1) for i = 2; : : : ; n we see that xpji � xpj1 = (xi � x1)Hpj�1(x1; xi) usingidentity (3.4). Thus, the factors x2 � x1; x3 � x1; : : : ; xn � x1 may be taken out and we receivejA(xp11 ; : : : ; xpnn )jQ1<j�n(xj � x1) = ��������� xp11 xp21 � � � xpn1Hp1�1(x1; x2) Hp2�1(x1; x2) � � � Hpn�1(x1; x2)... ... ...Hp1�1(x1; xn) Hp2�1(x1; xn) � � � Hpn�1(x1; xn) ��������� :



50 CHAPTER 3. ALTERNANTSTreating the resulting determinant in the same way, the elements of the second row being now the subtra-hends, we apply identity (3.4) again, take out the factors x3 � x2; x4 � x2; : : : ; xn � x2 and continue thisprocess on the resulting determinant.Finally we getjA(xp11 ; : : : ; xpnn )jQ1�i<j�n(xj � xi) ����������� xp11 xp21 � � � xpn1Hp1�1(x1; x2) Hp2�1(x1; x2) � � � Hpn�1(x1; x2)Hp1�2(x1; x2; x3) Hp2�2(x1; x2; x3) � � � Hpn�2(x1; x2; x3)... ... ...Hp1�n+1(x1; : : : ; xn) Hp2�n+1(x1; : : : ; xn) � � � Hpn�n+1(x1; : : : ; xn)
����������� :Multiplying the determinant on the right�hand side by unity in the form������������ 1 0 0 � � � 0H1(x2; : : : ; xn) 1 0 0H2(x3; : : : ; xn) H1(x3; : : : ; xn) 1 . . . ...... ... ... . . . 0xn�1n xn�2n xn�3n � � � 1

������������from the right and using identity (3.5), we obtain the required result.How can we bene�t from this result?We will show that we can derive arbitrary order determinant formulas for a certain class of simple alternants.Let us illustrate the theorem in an example.ExampleConsider the simple alternant jA(f1; : : : ; fn)j of order n generated by the functions fj = xj�1i for j =1; : : : ; n� 1 and fn = xsi . The theorem tells us (writing Hm instead of Hm(x1; : : : ; xn) for short) that
jA(f1; : : : ; fn)jDP(x1; : : : ; xn) = �������������

1 H1 H2 Hn�2 Hs0 1 H1 ... ...0 0 . . . H1... ... . . . 1 Hs�n+20 0 � � � 0 Hs�n+1
������������� = Hs�n+1:

Now we want to generalize this for simple alternants generated by functions of the form fj = xj+di forj = 1; : : : ; n� k and d; k 2 IN, and arbitrary monomial functions fj for j = n� k + 1; : : : ; n.We simply factor out Qni=1 xd+1i , apply Theorem 14 and see by expansion of the �rst n� k columns that theorder n cofactor of the di�erence product reduces to a determinant of �xed integer order k with completesymmetric function entries.However, it is not possible to derive an explicit formula for alternants like A(x01; x22; x33; : : : ; xnn) using thismethod which is very unsatisfactory. We will see later, how formulas for these alternants can be derivedusing elementary symmetric functions.



3.1. ALTERNANTS 51Mitchell [Mit81] shows how it is possible to derive a summation formula that describes the expanded deter-minant without the use of complete symmetric functions:We slightly change the setting: We have simple alternants of the form jA(xp11 ; : : : ; xpnn )j with p1 � � � � �pn � 0. A trivial adaption of Theorem 14, gives usjA(xp11 ; xp22 ; : : : ; xpnn )jDP(x1; : : : ; xn) = nYi=1 xpni ��������� Hp1�pn�n+1 Hp2�pn�n+1 � � � Hpn�1�pn�n+1... ... ...Hp1�pn�2 Hp2�pn�2 � � � Hpn�1�pn�2Hp1�pn�1 Hp2�pn�1 � � � Hpn�1�pn�1 ���������nwhere the H 's involve x1; : : : ; xn.Expanding each element of the right�hand determinant by means of (3.3) and resolving the determinant intothe sum of similar determinants using multilinearity, we getjA(xp11 ; xp22 ; : : : ; xpnn )jDP(x1; : : : ; xn) = nYi=1xpni p1�pn�1Xl1=0 p2�pn�1Xl2=0 � � � pn�1�pn�1Xln�1=0 x�n ��������� Hl1�n+2 Hl2�n+2 � � � Hln�1�n+2... ... ...Hl1�1 Hl2�1 � � � Hln�1�1Hl1 Hl2 � � � Hln�1 ���������n�1where the H 's now involve only x1; : : : ; xn�1 and � =Pni=1 pi � n� 1� np1 �Pn�1i=1 li.A little thought shows that the lower limits of li may be put to pi+1 � pn for i = 1; : : : ; n � 2 (see [Mit81]for details).Hence, we are left withjA(xp11 ; xp22 ; : : : ; xpnn )jDP(x1; : : : ; xn) = nYi=1 xpni p1�pn�1Xl1=p2�pn p2�pn�1Xl2=p3�pn � � � pn�2�pn�1Xln�2=pn�1�pn pn�1�pn�1Xln�1=0 x�n jA(xl11 ; : : : ; xln�1n�1 )jDP(x1; : : : ; xn�1)and have a recursive summation formula.Mitchell [Mit81] also discusses the number of monomials in the cofactor of a simple alternant, that is thenumber of monomials in the symmetric function:Lemma 5 The number of terms in ��������� xp11 xp21 � � � xpn1xp12 xp22 � � � xpn2... ... ...xp1n xp2n � � � xpnn ���������DP(x1; : : : ; xn) ;where w.l.o.g. p1 < p2 < � � � < pn, is��������� 1 p1 � � � pn�111 p2 � � � pn�12... ... ...1 pn � � � pn�1n ������������������ 00 01 � � � 0n�110 11 � � � 1n�1... ... ...(n� 1)0 (n� 1)1 � � � (n� 1)n�1 ��������� =
Q1�i<j�n(pj � pi)Qn�1i=1 i! :



52 CHAPTER 3. ALTERNANTSProof.Since the number of terms in Hm(x1; : : : ; xn) is �m+n�1n�1 �; Theorem 14 tells us that there are��������� �p1+n�1n�1 � �p2+n�1n�1 � � � � �pn+n�1n�1 ��p1+n�2n�1 � �p2+n�2n�1 � � � � �pn+n�2n�1 �... ... ...� p1n�1� � p2n�1� � � � � pnn�1� ���������possible terms for the cofactor which can be seen setting the xi to 1. Using the identity �nk� = �n�1k �+ �n�1k�1�on the �rst n� 1 rows and subtracting consecutive rows we get�����������
�p1+n�2n�2 � �p2+n�2n�2 � � � � �pn+n�2n�2 ��p1+n�3n�2 � �p2+n�3n�2 � � � � �pn+n�3n�2 �... ... ...� p1n�2� � p2n�2� � � � � pnn�2�� p1n�1� � p2n�1� � � � � pnn�1�

����������� :Repeating this, we eventually end up with�����������
�p10 � �p20 � � � � �pn0 ��p11 � �p21 � � � � �pn1 �... ... ...� p1n�2� � p2n�2� � � � � pnn�2�� p1n�1� � p2n�1� � � � � pnn�1�

����������� :This resembles a Vandermonde type determinant. Let us expand the binomial coe�cients:�nk� = n(n� 1) � � � (n� k + 1)k! = 1k!nk + P (nk�1);where P (nk�1) is a polynomial in n with leading power k � 1. Hence we have����������� 1 1 � � � 1p1 p2 � � � pn12!p21 + P (p1) 12p22 + P (p2) � � � 12p2n + P (pn)... ... ...1(n�1)!pn�11 + P (pn�11 ) 1(n�1)!pn�12 + P (pn�22 ) � � � 1(n�1)!pn�1n + P (pn�2n )
����������� :Factoring out (n � i)! in each row i and observing that the P (�) summand does not contribute to thedeterminant, we �nally get ��������� 1 p1 � � � pn�111 p2 � � � pn�12... ... ...1 pn � � � pn�1n ���������Qn�1i=1 (n� i)! = Q1�i<j�n(pj � pi)Qn�1i=1 i! :



3.1. ALTERNANTS 533.1.4 Reducing alternants to simple alternantsIn the previous subsection, we restricted ourselves to simple alternants with monomial entries and derivedformulas for special cases of symbolic order. Now we will show how we can express general alternants withpolynomial entries as a combination of simple alternants.Assume an order n alternant A with generating functions fj(xi) = a0j + a1jxi + a2jx2i + � � �+ arjxri .Then we can conclude from the multilinearity of determinants, thatjA(f1(x1); : : : ; fn(xn))j = rXl1=1 rXl2=1 � � � rXln=1 al1;1al2;2 � � � aln;n ��������� xl11 xl21 � � � xln1xl12 xl22 � � � xln2... ... ...xl1n xl2n � � � xlnn ��������� :ExampleConsider jAj with f1(xi) = a+ bxi; f2(xi) = xi; f3(xi) = cx2i � dx3i .jAj ������ a+ bx1 x1 cx21 � dx31a+ bx2 x2 cx22 � dx32a+ bx3 x3 cx23 � dx33 ������ :We get jAj = ac ������ 1 x1 x211 x2 x221 x3 x23 ������+ bc ������ x1 x1 x21x2 x2 x22x3 x3 x23 ������� ad ������ 1 x1 x311 x2 x321 x3 x33 ������� bd ������ x1 x1 x31x2 x2 x32x3 x3 x33 ������We observe that the second and the last simple alternant vanish, thus, using Theorem 14, we obtain theresult jAj = (ac� adH1(x1; x2; x3))DP(x1; : : : ; xn):Obviously, a reduction to a �xed integer number of simple alternants is only possible if all but a �xedinteger number of generating functions of the alternant are monomials. Unfortunately, we need m1m2 � � �mnsimple alternants which is exponential in n. However, we have already seen in the example, that manyvanishing simple alternants (since columns coincide) are included in the summation. It is suggested todo the summation in a reverse order, �rst considering the bigger powers. If then the biggest power in acombination p(1)l1 ; : : : ; p(n)ln is less than n� 1, resulting in a zero simple alternant since there have to be twoidentical columns, we can abort the summation since the maximum degree of later combinations can onlybe smaller.3.1.5 Computing elementary symmetric function representation of alternantsAfter we have seen how the cofactor of simple alternants and the di�erence product can be expressed by adeterminant of the same order involving complete symmetric functions we would like a similar result for theelementary symmetric functions.We will even show a result from [Met60], that the cofactor of any alternant with polynomial entries and itsdi�erence product may be expressed as a determinant involving coe�cients of the alternant elements andelementary symmetric functions. However, the order will be the highest degree of the generating polynomials.



54 CHAPTER 3. ALTERNANTSTheorem 15 Let jAj be an alternant of order n with column generating functionsfj(xi) = aoj + a1jxi + a2jx2i + � � �+ arjxri ; (r � n)and let Sk = (�1)k�k for k = 0; : : : ; n (where �k is the abbreviation of �k(x1; : : : ; xn) and �0 := 1 ).The following identity holds:
jA(f1(x1); : : : ; fn(xn))jDP(x1; : : : ; xn) = �������������������

a01 a11 a21 � � � an1 an+1;1 � � � ar1a02 a12 a22 � � � an2 an+1;2 � � � ar2... ... ... ... ... ...a0n a1n a2n � � � ann an+1;n � � � armSn Sn�1 � � � S1 S0 0 � � � 00 . . . . . . . . . . . . . . . ...... . . . Sn Sn�1 � � � S1 S0 00 � � � 0 Sn Sn�1 � � � S1 S0
�������������������r+1 : (3.7)

Proof.We denote the right�hand determinant by �. Starting with �, we try to get to the left�hand side of theidentity. � � DP(x1; : : : ; xn; !0; : : : ; !r�n) = � � ��������������
1 � � � 1 1 � � � 1x1 � � � xn !0 � � � !r�n... ... ... ...xn1 � � � xnn !n0 � � � !nr�n... ... ... ...xr1 � � � xrn !r0 � � � !rr�n

�������������� :Multiplying yields
= ����������������

f1(x1) f1(x2) � � � f1(xn) f1(!0) � � � f1(!r�n)... ... ... ... ...fn(x1) fn(x2) � � � fn(xn) fn(!0) � � � fn(!r�n)�(x1) �(x2) � � � �(xn) �(!0) � � � �(!r�n)x1�(x1) x2�(x2) � � � xn�(xn) !0�(!0) � � � !r�n�(!r�n)... ... ... ... ...xr�n1 �(x1) xr�n2 �(x2) � � � xr�nn �(xn) !r�n0 �(!0) � � � !r�nr�n�(!r�n)
����������������r+1 ;where for shortness we put�(x) = S0xn + S1xn�1 + � � �Sn�1x+ Sn = (x� x1) � � � (x � xn):Since �(xi) = 0 for all i = 1; : : : ; n, this determinant is a triangular block determinant and can be retrans-formed into a determinant product:= ��������� f1(x1) f1(x2) � � � f1(xn)f2(x1) f2(x2) � � � f2(xn)... ... ...fn(x1) fn(x2) � � � fn(xn) ��������� � ��������� �(!0) �(!1) � � � �(!r�n)!0�(!0) !1�(!1) � � � !r�n�(!r�n)... ... ...!r�n0 �(!0) !r�n1 �(!1) � � � !r�nr�n�(!r�n) ��������� :



3.1. ALTERNANTS 55It is obvious that the �rst determinant in this product is the transposed alternant jA(f1(x1); : : : ; fn(xn))j.Factoring out �(wi), i = 0; : : : ; n we see that the resulting second determinant is the di�erence product of!0; : : : ; !r�n. Hence, we get= jA(f1(x1); : : : ; fn(xn))j�(!0) � � ��(!r�n)DP (!0; : : : ; !r�n):Since we can write DP(x1; : : : ; xn; !0; : : : ; !r�n), the di�erence product which we multiplied to � at thestart of the proof, in the form DP(x1; : : : ; xn)DP(!0; : : : ; !r�n)�(!0) � � ��(!r�n), we can remove commonfactors and are left with � � DP(x1; : : : ; xn) = jA(f1(x1); : : : ; fn(xn))j;as was to be proved.Note that the order r + 1 of the cofactor determinant depends upon the maximum degree of the generatingfunctions of the alternant and is not simply of order n like in the case of complete symmetric functions. Wealso observe that the alternant vanishes for r < n � 1 and that the cofactor determinant contains only thecoe�cients for r = n� 1.Let us consider the special case of simple alternants again. Let jAj be a simple alternant with generatingfunctions f1(xi) = xp1i ; : : : ; fn(xi) = xpni . Assume w.l.o.g. that p1 � � � � � pn = r. The foregoing theoremthen yields the following structure of the cofactor determinant:jAjDP (x1; : : : ; xn) = ����������������
0 � � � 0 1 0 0 0 0 � � � 00 � � � 0 0 � � � 0 1 0 � � � 0... ... ... ... 0 . . . ...0 � � � 0 0 � � � 0 � � � 0 1Sn � � � S0 0. . . . . .0 Sn � � � S0

����������������r+1 =: �;where the 1 entries resulting from generating function fj are in column pj + 1.Since the �rst n rows have only one nonzero element, the entry 1 at position pj + 1, we can reduce � toa determinant �0 of order r � n + 1 by expanding the �rst n rows (recall the minor notation of the �rstchapter): �0 = (�1)p1+���+pn�n(n�1)2 �(1;2;::: ;n);(p1+1;p2+1;::: ;pn+1):Obviously, the columns thrown out of � are the p1 + 1st, the p2 + 1st : : : and the pn + 1st (i.e. the lastcolumn). How do we get the signfactor? Expanding the �rst row, we get (�1)p1 , the second row (�1)p2�1,the next (�1)p3�2, etc. which establishes our result.ExampleConsider the simple alternant jAj given by column generating functions fj(xi) = xj�1i for j = 1; : : : ; k � 1and fj(xi) = xji for j = k; : : : ; n.



56 CHAPTER 3. ALTERNANTSThen we have
jAjDP(x1; : : : ; xn) =

������������������
1 0 � � � 0 0 � � � 00 . . . . . . ... ... ...... . . . 1 0 0 � � � 00 � � � 0 0 1 . . . ...... ... ... . . . . . . 00 � � � 0 0 � � � 0 1Sn � � � Sn�k+1 Sn�k Sn�k�1 � � � S0

������������������ = (�1)n�kSn�k = �n�k:
We observe that we are able to express symbolic order alternants in terms of a formula containing combina-tions of elementary symmetric functions that we could not express in terms of complete symmetric functions(as the example shows for k 2 IN).In fact, we can compute an explicit formula for the cofactor of all simple alternants with generating functionsof maximum degree n + d, d 2 IN, since for these degrees it is possible to reduce the order of the cofactordeterminant in Theorem 15 to a �xed integer order via expansion of the �rst n rows.Computing formulas of easy polynomial alternants We already showed that we can handle simplealternants with maximum degree n+d, d 2 IN. In subsection 3.1.4, we established that polynomial alternantscan be reduced to a combination of a �xed number of simple alternants if only a �xed number of generatingfunctions are polynomials. We will now discuss, how it is possible to obtain formulas containing elementarysymmetric functions for certain polynomial alternants of relatively easy structure:First we look at alternants with generating functions pj(xi) = c1xl1i + � � �+ckxlki +cdiagxj+di (see the examplebelow) withk; d 2 IN; the coe�cients ct 6= 0 and the powers lt being constants (i.e. independent of j) with �m � lt �n+m, m integer. Applying Theorem 15 we see that the cofactor of the di�erence product is of the form������������������������

0 c1 0 cdiag 0 c2 0 � � � 0 ck0 c1 0 0 cdiag c2 0 � � � 0 ck0 c1 0 0 0 cdiag + c2 0 � � � 0 ck0 c1 0 0 0 c2 cdiag . . . ... ck... ... ... ... ... ... 0 . . . 0 ...0 c1 0 0 0 c2 cdiag ckSn Sn�1 � � � S0 0 � � � 00 Sn Sn�1 � � � S0 . . . ...... . . . . . . . . . 00 � � � 0 Sn Sn�1 � � � S0
������������������������
:

Observe that we have a diagonal with vertical lines in the coe�cient block. Our aim is to eliminate thesevertical lines corresponding to the constant monomial summands:1. Subtract a suitable multiple of the �rst column corresponding to the minimal constant power from theother columns corresponding to constant powers in order to reduce them to zero.2. Subtract the remaining diagonal columnwise from the remaining vertical line, such that only thediagonal remains.3. Expand the resulting determinant rowwise. Compute the resulting determinant of �xed integer order.



3.1. ALTERNANTS 57There are some subtleties to be considered: If the �rst constant power column is located within the diagonalthen we have the sum cdiag + c1 at the intersection element located in row w, say. Thus every subtractioneliminates the next desired column part except element w of the column. We eliminate these rests addingappropriate multiples of corresponding rows. Observe that we do not really need to perform step 2. if thesmallest constant power lies within the diagonal, since expansion would eliminate the altered Sk.ExampleConsider jAj = j(1 + 2x4i � 3xn�1i + xj+1i )jn. Theorem 15 gives the cofactor�������������������������
1 0 1 0 2 0 � � � 0 �3 0 01 0 0 1 2 0 � � � 0 �3 0 01 0 0 0 3 0 � � � 0 �3 0 01 0 0 0 2 1 . . . ... �3 0 0... ... ... ... ... 0 . . . 0 ... ... ...1 0 0 0 2 ... . . . 1 �3 0 01 0 0 0 2 0 � � � 0 �2 0 01 0 0 0 2 0 � � � 0 �3 1 01 0 0 0 2 0 � � � 0 �3 0 1Sn Sn�1 Sn�2 Sn�3 Sn�4 Sn�5 � � � S2 S1 S0 00 Sn Sn�1 Sn�2 Sn�3 Sn�4 � � � S3 S2 S1 S0

�������������������������
:

Performing step 1. yields�����������������������
1 0 1 0 0 0 0 � � � 0 0 01 0 0 1 0 0 0 � � � 0 0 01 0 0 0 1 0 0 � � � 0 0 01 0 0 0 0 1 0 � � � 0 0 0... ... ... ... ... . . . . . . . . . ... ... ...1 0 0 0 0 � � � 0 1 0 0 01 0 0 0 0 � � � 0 0 1 0 01 0 0 0 0 � � � 0 0 0 1 01 0 0 0 0 � � � 0 0 0 0 1Sn Sn�1 Sn�2 Sn�3 Sn�4 � 2Sn Sn�5 � � � S2 S1 + 3Sn S0 00 Sn Sn�1 Sn�2 Sn�3 Sn�4 � � � S3 S2 S1 S0

�����������������������
;

Step 2. gives�����������������������
0 0 1 0 0 0 0 � � � 0 0 00 0 0 1 0 0 0 � � � 0 0 00 0 0 0 1 0 0 � � � 0 0 00 0 0 0 0 1 0 � � � 0 0 0... ... ... ... ... . . . . . . . . . ... ... ...0 0 0 0 0 � � � 0 1 0 0 00 0 0 0 0 � � � 0 0 1 0 00 0 0 0 0 � � � 0 0 0 1 00 0 0 0 0 � � � 0 0 0 0 1�Pn�2k=0 Sk Sn�1 Sn�2 Sn�3 Sn�4 � 2Sn Sn�5 � � � S2 S1 + 3Sn S0 0�Pn�1k=0 Sk Sn Sn�1 Sn�2 Sn�3 Sn�4 � � � S3 S2 S1 S0

�����������������������
:

After the rowwise expansion in step 3. we are left with the cofactor���� �Pn�2k=0 Sk Sn�1Pn�1k=0 Sk Sn ���� = �(Sn n�2Xk=0 Sk + Sn�1 n�1Xk=0 Sk):



58 CHAPTER 3. ALTERNANTSNext, we focus on alternants of the form jAj = j(Pkl=0 clxj+pli )jn, with k; pl 2 IN and constant cl 6= 0.Theorem 15 gives us the cofactor of the di�erence product which now has the following form:�����������������
c0 0 � � � 0 c1 0 � � � � � � 0 ck 0 � � � 00 c0 0 � � � 0 c1 0 � � � � � � 0 ck . . . ...... . . . . . . . . . . . . . . . . . . . . . . . . 00 � � � 0 c0 0 � � � 0 c1 0 � � � � � � 0 ckSn � � � S0 0. . . . . .0 Sn � � � S0

����������������� :The highest power determines the order of the cofactor determinant. We will reduce its coe�cient block toa diagonal by successively eliminating the other diagonals bottom up, i.e. assuming p1 < p2 < � � � < pk = rwe perform the column operations col(p1+1+ i) = col(p1+1+ i)� c1ck col(pk+1+ i); : : : ; col(pk�1+1+ i) =col(pk�1 + 1 + i)� ck�1ck col(pk + 1 + i) for i = n; n� 1; : : : ; 2; 1:After this reduction, we can expand the cofactor determinant row�wise and get a determinant of �xed integerorder. But what about its entries ?Unfortunately, the entries obey nasty recurrences and we are not able to �nd a closed form for these recur-rences in general. Restricting k = 2 (that is allowing only two monomials with exponents containing j),however, we can specify the entries explicitly and hence �nd useful formulas for the cofactor determinant:Assume, we have jAj = j(c1xj�1i + c2xj�1+di )jn , d � 1.
jAj =

��������������������
c1 0 � � � 0 c2 0 � � � 00 . . . . . . . . . . . . . . . ...... . . . . . . . . . . . . . . . 00 � � � 0 c1 0 � � � 0 c2Sn � � � � � � � � � S0 0 � � � 00 . . . . . . . . . ...... . . . . . . . . . 00 � � � 0 Sn � � � � � � � � � S0

�������������������� :We de�ne S�k = 0 and Sn+k = 0 for k > 1. Eliminating the left diagonal, resulting from c1xj�1i , in thecofactor determinant has the following e�ect on the Sl band: The elements of the last row from right to leftare now generated by bkdcXl=0 (�c1c2 )lSk�dlfor k = 0; : : : ; r. The elements of the penultimate row form right to left are generated byPb kdcl=0 (� c1c2 )lSk�dl�1and so on.Thus, we obtain a �xed integer order determinant after expanding the �rst n rows and may compute anexplicit formula for the cofactor.



3.1. ALTERNANTS 59ExampleConsider jAj = j(xj�1i + 2xj+1i )jn. The cofactor of the di�erence product is��������������
1 0 2 0 � � � 00 1 0 2 . . . ...... . . . . . . . . . . . . 00 � � � 0 1 0 2Sn � � � S0 00 Sn � � � S0

�������������� :Eliminating the left diagonal, we obtain����������������
0 0 2 0 � � � 00 0 0 2 . . . ...... ... . . . . . . 00 0 � � � 0 0 2Pbn2 cl=0 (� 12 )lSn�2l Pbn2 cl=1 (� 12 )l�1Sn�2l+1 � � � S1 S0 0Pbn2 cl=1 (� 12 )lSn�2l+1 Pbn2 cl=0 (� 12 )lSn�2l � � � S2 � 12S0 S1 S0

���������������� :Expanding yields the cofactor formula2n((bn2 cXl=0 (�12)lSn�2l)2 + (bn2 cXl=1 (�12)lSn�2l+1)2):The combination of the two approaches would be too complicated to describe since several special caseswould have to be considered.3.1.6 Taking care of fractions and transcendental or exponential generatingfunctionsRecall that we imposed a restriction on the alternant elements (hence on the generating functions), they hadto be polynomials.What can we do, if this property is not given ?In the case of fractions, we simply clear the fractions extracting an appropriate factor and attempt to solvethe resulting alternant using one of the given theorems.Transcendental generating functions (like sin; cos etc.) or exponential functions impose more problems,however. If the generating functions are purely exponential or purely transcendental, it is suggested tosubstitute new variables and try to obtain polynomial elements. E.g. we substitute ui = exp(xi) or ui =sin(xi).We will be making use of exponential and trigonometric identities, likeexp(x+ y) = exp(x) exp(y);sin2(x) = 1� cos2(x); (3.8)



60 CHAPTER 3. ALTERNANTSsin(x� y) = sin(x) cos(y)� cos(x) sin(y); (3.9)cos(x � y) = cos(x) sin(y)� sin(x) cos(y); (3.10)cos(nx) = bn2 cXk=0(�1)k� n2k� cosn�2k(x) sin2k(x); (3.11)
sin(nx) = bn�12 cXk=0 (�1)k� n2k + 1� cosn�2k+1(x) sin2k+1(x):Many mixed or other complicated expressions cannot be transformed into polynomial form, so having automa-tion in mind, we will just show how a simple trigonometric alternant can be transformed into a polynomialone, such that its formula can be obtained.We will need the following lemma.Lemma 6 The following identity holds:cos(nx) = bn2 cXk=0(�1)k cosn�2k(x) bn2 cXl=k � lk��n2l�:Proof.Plugging (3.8) in (3.11) we getcos(nx) = cosn(x)��n2� cosn�2(x)(1� cos2(x)) +�n4� cosn�4(x)(1 � cos2(x))2��n6� cosn�6(x)(1 � cos2(x))3 + � � � : (3.12)Now we want to order the cosine powers. Let us enumerate the terms inCk := (1� cos2(x))k = kXl=0(�1)k�kl� cos2l(x):We observe that each term in (3.12) contributes to cosn(x), namely, evidently the �rst term, the second termif we multiply with the second term in C1, the third term if we multiply with the third term in C2, and soon. Since the signs cancel out we get the following cosn(x) cofactor�n0�+�n2�+�n4�+ � � �+� n2 �n2 ��:



3.1. ALTERNANTS 61Now we examine the cofactor of cosn�2(x) and observe that from the second term on in (3.12), each onecontributes to it, namely the second term if we multiply with the �rst term in C1, the third term if wemultiply with the second term in C2, and so on. Hence we get the cofactor�(�n2�+ 2�n4�+ 3�n6�+ � � �+ jn2k� n2 �n2 ��):Similarly, we get �22��n4�+�32��n6�+ � � �as cofactor of cosn�4(x): Repeating the process yields the Lemma.ExampleConsider the alternant jAj = j(cos((j � 1)xi))jn. We attempt to reduce this alternant to polynomial form,so we have to get rid of the cos((j � 1)xi) in some way and replace it with something like cos(j�1)(xi) whichwould allow us fruitful substitution.Using Lemma 6, we get cos((j�1)xi) = cos(j�1)(xi)(1+�j�12 �+�j�14 �+ � � �+� j�1m�2�+�j�1m �) +P (cosj�3(xi));where m is the biggest even number � j�1 and P (cosj�3(xi)) is a polynomial in cos(xi) with leading powerj � 3.With the conclusions from the binomial identity, Pnk=0 �nk� = 2n and Pnk=0(�1)k�nk� = 0, we obtain�n0�+�n2�+ � � �+�nm� = 2n�1;with m being the largest even number � n (see [BS91]). Hence we may transform the given alternant intojAj = ��������� 1 cos(x1) 2 cos2(x1)� 1 � � � 2n�2 cosn�1(x1) + P (cosn�3(xi))1 cos(x2) 2 cos2(x2)� 1 � � � 2n�2 cosn�1(x2) + P (cosn�3(xi))... ... ... ...1 cos(xn) 2 cos2(xn)� 1 � � � 2n�2 cosn�1(xn) + P (cosn�3(xi)) ��������� :Substituting ui = cos(xi) we are left with a polynomial alternant in ui. Factoring out Qni=1 2i�2, weget the di�erence product of the variables ui, since the terms of lower order do not contribute to thedeterminant formula (the cofactor determinant is a lower triangular determinant). Back substitution yieldsthe determinant formula for the original alternant:jAj = 2 (n�1)(n�2)2 Y1�i<j�n(cos(xj)� cos(xi)): (3.13)Analogous proceeding in the sine case establishes corresponding formulas.It remains to note, that we cannot use the same trick for j cos(jxi)jn since the terms of lower orders may notbe neglected in this case. This becomes apparent if we examine the cofactor of the di�erence product:



62 CHAPTER 3. ALTERNANTS
j cos(jxi)jn = �����������������

0 1 0 0 � � � � � � 0�1 0 2 0 00 �3 0 4 0 01 0 �8 0 8 . . . .... . . . . . . . . . . . 0. . . � � � Pbn2 cl=4 �l4��n2l� 0 Pbn2 cl=2 �l2��n2l� 0 2n�1Sn Sn�1 Sn�2 Sn�3 � � � S1 S0
�����������������DP(cos(x1); : : : ; cos(xn)):This cofactor determinant has a diagonal band form and we see that it is not possible to get rid of thenonzero �rst upper side diagonal for symbolic orders. More complicated cases like j cos((j + d)xi)j result ina cofactor determinant with even more nonzero upper diagonals, so we are only able to derive an explicitdeterminant formula for the cases j cos((j � 1)xi)j and j sin((j � 1)xi)j or j sin(jxi)j that can be transformedinto the �rst case.3.2 Double AlternantsA determinant may evidently be an alternant with respect to two sets of variables, the exchange of anytwo of the one set being equivalent to an exchange of rows, and of any two of the other to an exchange ofcolumns.De�nition 17 A determinant is called double alternant if it is alternating with respect to two sets of vari-ables, fx1; : : : ; xng and fy1; : : : ; yng.If the generating function is F (xi; yj)1�i;j�n, we will denote a double alternant DA byDA(F (xi; yj)) = DA(F (x1; y1); F (x2; y2); : : : ; F (xn; yn)) = ��������� F (x1; y1) F (x1; y2) � � � F (x1; yn)F (x2; y1) F (x2; y2) � � � F (x2; yn)... ... ...F (xn; y1) F (xn; y2) � � � F (xn; yn) ��������� :A very well known example for double alternants is Cauchy's double alternant, which is generated by thefunction F (xi; yj) = 1xi+yj ; xi + yj 6= 0 for 1 � i; j � n. Hence, we haveCauchyDA = ��������� 1x1+y1 1x1+y2 � � � 1x1+yn1x2+y1 1x2+y2 � � � 1x2+yn... ... ...1xn+y1 1xn+y2 � � � 1xn+yn ��������� :It is straightforward to see that any double alternant has the two di�erence products of the two variablesets as a factor since substituting one variable of the �rst set for another variable of the �rst set yields twoidentical rows and substituting one variable from the second set for another of the second set in two identicalcolumns. Hence we have the following theorem:Theorem 16 Any double alternant DA with entries in the ring of polynomials R[x1; : : : ; xn][y1; : : : ; yn]has the di�erence product of its variable sets as a factor, i.e., considering the variable sets fx1; : : : ; xng andfy1; : : : ; yng, we have



3.2. DOUBLE ALTERNANTS 63DA = S �DP (x1; : : : ; xn)DP (y1; : : : ; yn);for a function S which is symmetric with respect to both sets of variables.It is possible to modify Theorem 15 to get a similar result for double alternants which enables us to expressdouble alternants in terms of combinations of elementary symmetric functions of the two variable sets.Theorem 17 Consider a double alternant of order n generated by F (xi; yj) = P0��;��r a��x�i y�j and letSk = (�1)k�k(x1; : : : ; xn) and S0k = (�1)k�k(y1; : : : ; yn). The following identity holds:jF (x1; y1); : : : ; F (xn; yn)jDP(x1; : : : ; xn)DP(y1; : : : ; yn) =
(�1)r�n+1

����������������������������

a00 a10 � � � an0 an+1;0 � � � ar0 S0n 0 � � � 0a01 a11 � � � an1 an+1;1 � � � ar1 S0n�1 S0n . . . ...... ... ... ... ... ... S0n�1 . . . 0a0n a1n � � � ann an+1;n � � � arn S00 ... . . . S0na0;n+1 a1;n+1 � � � an;n+1 an+1;n+1 � � � arn+1 0 S00 S0n�1... ... ... ... ... ... . . . . . . ...a0r a1r � � � anr an+1;r � � � arr 0 � � � 0 S00Sn Sn�1 � � � S0 0 � � � 0 0 � � � 0 00 Sn Sn�1 � � � S0 . . . ... ... ... ...... . . . . . . . . . . . . 0 0 � � � 0 00 � � � 0 Sn Sn�1 � � � S0 0 � � � 0 0

����������������������������2(r+1)�n
;

Note that the band sub matrices of the Si and the S0i have dimension (r�n+1)� (r+1) (respectively otherway round), such that we get a determinant involving only coe�cients if r = n� 1, as we expect.Proof.The proof is similar to the proof of Theorem 15, the starting point being the multiplication of the right�handdeterminant by the two determinants DP(x1; : : : ; xn; !0; : : : ; !r�n) and DP(y1; : : : ; yn; �0; : : : ; �r�n).Let us denote the right�hand determinant with � again. We try to multiply � from the left withDP(y1; : : : ; yn; �0; : : : ; �r�n) and from the right with DP(x1; : : : ; xn; !0; : : : ; !r�n). To be able to multiplythese determinants we have to achieve the same determinant orders, so we stretch the di�erence productsby an identity matrix. First, we consider DP(y1; : : : ; yn; �0; : : : ; �r�n) �� :����������������������
1 y1 � � � yn1 � � � yr1 0 � � � 0... ... ... ... ... ...1 yn � � � ynn � � � yrn 0 � � � 01 �0 � � � �n0 � � � �r0 0 � � � 0... ... ... ... ... ...1 �r�n � � � �nr�n � � � �rr�n 0 � � � 00 0 � � � 0 � � � 0 1 . . . ...... ... ... ... . . . . . . 00 0 � � � 0 � � � 0 � � � 0 1

���������������������� �
��������������������
a00 � � � an0 � � � ar0 S0n 0... ... ... ... . . .a0n � � � ann � � � arn S0n S00... ... ... 0 . . . ...a0r � � � anr � � � arr ... . . . S00Sn � � � S0 0 � � � 0 � � � 0. . . . . . . . . ... ...0 Sn � � � S0 0 � � � 0

��������������������
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=
���������������������
Prk=0 a0kyk1 � � � Prk=0 ankyk1 � � � Prk=0 arkyk1  (y1) y1 (y1) � � � yr�n1  (y1)... ... ... ... ... ...Prk=0 a0kykn � � � Prk=0 ankykn � � � Prk=0 arkykn  (yn) yn (yn) � � � yr�nn  (yn)Prk=0 a0k�k0 � � � Prk=0 ank�k0 � � � Pnk=0 ark�k0  (�0) �0 (�0) � � � �r�n0  (�0)... ... ... ... ... ...Prk=0 aok�kr�n � � � Prk=0 ank�kr�n � � � Prk=0 ark�kr�n  (�r�n) �r�n (�r�n) � � � �r�nr�n (�r�n)Sn � � � S0 0 � � � 0 0 � � � 0. . . . . . . . . ... ... ...0 Sn � � � S0 0 0 � � � 0

��������������������� ;where  (y) = S00yn + S01yn�1 + � � �+ S0n�1y + S0n = (y � y1) � � � (y � yn).Observe that  (y1) = � � � =  (yn) = 0, thus we have a zero block in the upper right corner. To get a similarsimpli�cation as in Theorem 15, we have to swap the (r � n+ 1)� (2(r + 1)� n) block containing the Si'swith the block containing �0; : : : ; �n of same block size:
= (�1)r�n+1

���������������������
Prk=0 a0kyk1 � � � Prk=0 ankyk1 � � � Prk=0 arkyk1 0 � � � 0... ... ... ... ...Prk=0 a0kykn � � � Prk=0 ankykn � � � Prk=0 arkykn 0 � � � 0Sn � � � S0 0 � � � 0 � � � 0. . . . . . . . . ... ...0 Sn � � � S0 0 � � � 0Prk=0 a0k�k0 � � � Pkk=0 ank�k0 � � � Prk=0 ark�k0  (�0) � � � �r�n0  (�0)... ... ... ... ...Prk=0 a0k�kr�n � � � Prk=0 ank�kr�n � � � Prk=0 ark�kr�n  (�r�n) � � � �r�nr�n (�r�n)

��������������������� ;Now we will multiply with the �stretched� determinant
DP(x1; : : : ; xn; !0; : : : ; !r�n) =

����������������������
1 � � � 1 1 � � � 1 0 � � � 0x1 � � � xn !0 � � � !r�n 0 � � � 0... ... ... ... ... ...xn1 � � � xnn !n0 � � � !nr�n 0 � � � 0... ... ... ... ... ...xr1 � � � xr�nn !r�n0 � � � !r�nr�n 0 � � � 00 � � � 0 0 � � � 0 1 . . . ...... ... ... ... . . . . . . 00 � � � 0 0 � � � 0 � � � 0 1

����������������������from the right and get
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= (�1)r�n+1

���������������������
F (x1; y1) � � � F (xn; y1) 0 � � � 0 0 � � � 0... ... ... ... ... ...F (x1; yn) � � � F (xn; yn) 0 � � � 0 0 � � � 0�(x1) � � � �(xn) �(!0) � � � �(!r�n) 0 � � � 0... ... ... ... ... ...xr�n1 �(x1) � � � xr�nn �(xn) !r�n0 �(!0) � � � !r�nr�n�(!r�n) 0 � � � 0� � � � � � � � � �  (�0) � � � �r�n0  (�0)... ... ... ... ... ...� � � � � � � � � �  (�r�n) � � � �r�nr�n (�r�n)

��������������������� ;where �(x) = S0xn + S1xn�1 + � � �+Sn�1x+ Sn = (x� x1) � � � (x� xn). Making use of the block structure,we obtain= (�1)r�n+1 ������� F (x1; y1) � � � F (x1; yn)... ...F (xn;y1) � � � F (xn; yn) ������� ������� �(!0) � � � �(!r�n)... ...!r�n0 �(!0) � � � !r�nr�n�(!r�n) ������� �������  (�0) � � � �r�n0  (�0)... ... (�r�n) � � � �r�nr�n (�r�n) ������� :Removing common factors with DP(x1; : : : ; xn; !0; : : : ; !r�n) and DP(y1; : : : ; yn; �0; : : : ; �r�n) like in The-orem 15 indeed yields the desired identity.Let us see if we can also bene�t from this theorem.ExampleConsider the double alternant DA of order n, generated by F (xi; yj) = (xi + yj)n = Pnk=0 �nk�xki yn�kj .Theorem 17 gives DADP(x1; : : : ; xn)DP(y1; : : : ; yn) = � ���������������
0 � � � � � � 0 �nn� S0n... � � nn�1� 0 S0n�1... � � � ... ...0 �n1� � ... S01�n0� 0 � � � � � � 0 S00Sn Sn�1 � � � S1 S0 0

���������������n+2 :Examining the right�hand determinant, we observe that it is possible to transform it into arrow form.Applying the results of the second chapter, we get the formula(�1)bn+22 c nXl=0 �l(x1; : : : ; xn)�n�l(y1; : : : ; yn) nYk=0k 6=l �nk�:In fact it is possible to reach frame form for other special cases: Examining F (xi; yj) =Pdegk=0Prl=1 clxpli yplj ,we observe for constant d that xdi ykj is introducing a column, xki ydj a row, xki ykj a main diagonal and xki yn�kj acounter main diagonal. If at most two rows, two columns, and one diagonal occur in the cofactor determinantthen we may apply the results from the second chapter to compute the determinant formula. Unfortunatelythis is only possible for a maximum degree n � 1 or n (of course the whole determinant vanishes for a



66 CHAPTER 3. ALTERNANTSmaximum degree less than n � 1), since otherwise we have too much rows and columns resulting from theelementary symmetric functions.However, Theorem 17 is restrictive, since it holds only for double alternants which can be generated by apolynomial function F (xi; yj). For example this is not true for Cauchy's double alternant. We will try toderive its formula in the following:Cauchy's double alternant is generated by a fraction. Following our rules of thumb, we clear the fractionsby multiplying with Qnk;l=1(xk + yl). The resulting generating function of the modi�ed determinant isF̂ (xi; yj) = Qnl;k=1(xk+yk)(xi+yj) which reduces to a polynomial but does not have the form required in the theorem.We know that the modi�ed double alternant has DP(x1; : : : ; xn) DP(y1; : : : ; yn) as a factor. Since both thedouble alternant and the di�erence products have the same order, the cofactor is numerical only. If we putxi = �yi, all the elements vanish, except those in the main diagonal and we obtain DP(x1; : : : ; xn). Hence,the cofactor has to be 1 and the formula of Cauchy's Double Alternant isCauchyDA(xi; yj) = DP(x1; : : : ; xn)DP(y1; : : : ; yn)Qni;j=1(xi + yj) :3.3 ImplementationIn the previous sections, we derived several methods to compute determinant formulas for di�erent typesof alternants. We will brie�y describe the implementation of a Maple package containing most of thesealgorithms. Examples and further details can be found in the appendix or the on�line help pages.3.3.1 General ConsiderationsMatrix order Like in the FRAMEFORMS package, the matrix order n can either be a positive integeror a symbolic value of the form n + d, d integer. The �rst case results in a determinant which couldalso be computed by Maple's det function. For n > 5 it will be worth to use the package, since eitherdirect computation is provided or the determinant of the alternant is computed via the determinant ofsimpler cofactor matrices such that we do not get the enormous expression swell of intermediate polynomialcomputations.Specifying the matrix Alternants may be speci�ed with a single polynomial function f(xi; j) generatingthe elements aij . Alternatively, a piecewise speci�cation (like in the FRAMEFORMS package) is possi-ble, in order to have di�erent column generating functions: [ [1..p1, f1], [p1+1..p2,f2] , ... ,[n-pk..n,fk] ].Checking the determinant The check facility for the computed determinant formulas is identical to theFRAMEFORMS package. It is worth to note, however, that large check values (even values of 6 and 7) cancause Maple to run out of memory since polynomial entries lead to gigantic intermediate expressions.3.3.2 The package functionsThe ALTERNANT package consists of the following functions:Alternant, AlternantMatrix, ESFcofactorMatrix, CSFcofactorMatrix, DP, ESF, S_to_esf,evalesf, CSF, evalcsf, DoubleAlternant, DoubleAlternantMatrix,DoubleAlternantCofactorMatrix, TrigAlternant.



3.3. IMPLEMENTATION 67Alternant The function Alternant computes the determinant of the speci�ed alternant for a maximumdegree of n+ d of the generating polynomials.The input is tested for validity and the generating functions are transformed into a special list form, e.g.cxji � x3i is represented as [[c,j],[-1,3]], to simplify occurring computations. Then it is decided if aformula can be computed and which strategy to use. We distinguish three di�erent strategies: normal, esfand csf that can be enforced using an optional directive.� If the directive normal is chosen then we require a total function f(xi; j) de�ning the alternant. Weparse f to see if we can apply Corollary 10 or try to use Corollary 11 instead.� An alternant formula using complete symmetric functions can only be computed if the �rst n�p columnsare generated by a monomial xj+di . In that case we pull out factors and determine the resulting cofactordeterminant which is upper triangular for the �rst n� p columns. Thus, we simulate expansion untilwe reach the p � p minor that is computed using Maple's det function. If the generating functionsfor the last p columns are polynomials we split the computation into di�erent monomial alternantsand proceed as before. The returned formula is the cofactor determinant formula multiplied with thedi�erence product of the variables.� A formula involving elementary symmetric functions can be computed if the columns pos1 to n� pos2are generated by a monomial xj+di or if we have a single generating function of the form c1xj+p1i +c2xj+p2i or clxj+p1i +Pkl=2 clxpli . In the �rst case we split the computation into the computation ofmonomial alternants. We determine their cofactor determinant (�rst rearranging columns in order tohave increasing powers) and expand it (recall that monomial alternants have only one nonzero elementin each of the �rst n rows). For each of the �rst n rows we delete the row and column containing thenonzero element (the determinant vanishes if no nonzero element exists or another nonzero elementoccurs in the same column). Since we only allowed one generating monomial between the columns pos1to n� pos2 it is possible to simulate the deletion of an �in�nite� number of rows and columns. Hencewe are left with a �xed integer order determinant containing elementary symmetric functions that iscomputed using Maple's det function. In the other cases we proceed as described in subsection 3.1.5,�rst eliminating all but one constant columns (or the second diagonal) and afterwards expanding thedeterminant taking the modi�cations into account.AlternantMatrix This function returns the matrix of the speci�ed alternant. It is useful for illustrativepurposes and as a tool to play with. In alternant matrices of symbolic order we use dots �o� to simulate thesymbolic order which implies that it should be used for illustration only since Maple treats them as usualmatrix entries.ESFcofactorMatrix This function returns the matrix of the cofactor involving elementary symmetricfunctions of the di�erence product of the speci�ed alternant (see Theorem 15). The elementary symmetricfunctions of order k are denoted as S(k,n,x) to preserve readability. As above, dots are used to illustratesymbolic orders, hence the same comments apply.CSFcofactorMatrix This function returns the matrix of the cofactor involving complete symmetric func-tions of the di�erence product of the speci�ed alternant (see Theorem 14). As above, dots are used toillustrate symbolic orders, hence the same comments apply.DP The function DP(n,x,f) computes the di�erence product of the input function f(xi). For f = xi weget the di�erence product of the variables.ESF The function ESF(k,n,x) computes the kth elementary symmetric function of the variables x1; : : : ; xn(for 0 � k � n integer) according to De�nition 15.



68 CHAPTER 3. ALTERNANTSS_to_esf The function S_to_esf(expr) substitutes each unevaluated occurrence of S(k,n,x)by (�1)k�esf(k,n,x). We used the unevaluated S(k,n,x) calls as abbreviation to preserve readability. Theresulting expression can be fully evaluated for integer n using the function evalesf.evalesf The functions evalesf(expr) evaluates an expression containing unevaluated esf calls that wereused to preserve readability of the determinant formulas.CSF The function CSF(k,n,x) computes the kth complete symmetric function of the variables x1; : : : ; xn(for k; n integer) using the recurrence (3.2).evalcsf The functions evalcsf(expr) evaluates an expression containing unevaluated csf calls that wereused to preserve readability of the determinant formulas.DoubleAlternant The function DoubleAlternant computes the determinant formula of a special formof double alternants. For integer orders we only require the input generating function to be a polynomial inxi and yj . We determine the matrix of the cofactor and compute the determinant of this generally sparsematrix with simpler entries (integers, integer variables and elementary symmetric polynomials) than theoriginal double alternant. For symbolic double alternants, we have the following restrictions:F (xi; yj) = (axi + byj)deg or F (xi; yj) =Pdegk=0Pml=1 clxpli yqlj .If the input generating functions meets these restrictions, we try to detect frame form, observing that xki ykjyields a diagonal, xki yn�kj yields a counter diagonal, xki ydj , (d integer) yields a row, xdi ykj yields a columnand obtain a formula using the FRAMEFORMS package in that case. No formula can be obtained for amaximum degree bigger than n or other generating formulas not meeting these restrictions.DoubleAlternantMatrix This function returns the matrix of the speci�ed double alternant. As above,dots are used to illustrate symbolic orders, hence the same comments apply.DoubelAlternantCofactorMatrix This function returns the matrix of the cofactor of the di�erenceproducts of the speci�ed double alternant according to Theorem 17. As above, dots are used to illustratesymbolic orders, hence the same comments apply.TrigAlternant The function TrigAlternant computes the determinant for a very restricted class oftrigonometric alternants. The generating functions have to be of the formsin((j � k)xi + d) k � 0;or cos((j � k)xi + d) k � 1:The computation follows the method of the example in subsection 3.1.6.



3.4. SUMMARY 693.3.3 Problems and RestrictionsObviously, there are several special cases of alternants that are not included in the package. However, it isvery cumbersome to include more and more special cases in the package and at a certain point, the end justdoes not certify the means. Hence, we restricted ourselves to implement all the general methods.Like in the FRAMEFORMS package, we have the problems that the simpli�ed output formulas are sometimesfar from simpli�ed in our view.3.4 SummaryThis chapter dealt with the important class of alternants. We showed that a polynomial alternant has thedi�erence product of its variables as a factor, the cofactor being a symmetric function. We presented twoearly results from [Met60] expressing the symmetric cofactor as a determinant with elementary symmetricpolynomials and complete symmetric polynomials respectively. For simple alternants of degree n + k itwas possible to compute an explicit formula for the cofactor since the cofactor determinants had a simplestructure. The multilinearity of the determinant allowed to generalize the results for matrices with �nitelymany polynomial entries. However, apart from a few special cases we could not derive explicit formulas foralternants with polynomial entries of arbitrary degree.The problem of non�polynomial entries was brie�y discussed. We described how it is possible to transforma certain class of trigonometric alternants into easily structured polynomial alternants. Explicit formulaswere obtained in a few special cases only.In the last section, we investigated double alternants, i.e. functions that alternate between two sets ofvariables. A similar result from [Met60] was proven that expressed the symmetric cofactor as a determinantcontaining coe�cients and the elementary symmetric polynomials of the two variable sets. It was possibleto derive a formula for some special cases for which the cofactor determinant could be transformed intoframeform and techniques of the �rst chapter could be applied. The presented theorem was more restrictivethan the one concerning alternants, e.g. it was not possible to compute the formula of Cauchy's doublealternant using the theorem.The implemented Maple package is able to handle almost all covered special cases of alternants and doublealternants. Using the elementary or complete symmetric function representation, the computed determinantformulas are even quite �readable� (see the appendix for examples). For integer alternant orders larger than6 it may even be necessary to use the package functions to obtain results, since the normal det functionmay collapse due to the size of intermediate expressions.
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Chapter 4Determinants of Hessenberg andtridiagonal matricesIn this chapter we will investigate determinants of matrices which only have certain diagonals nonzero.Important matrix classes of this type are the tridiagonal matrices and the Hessenberg matrices.4.1 Continuants or Determinants of tridiagonal matricesTridiagonal matrices occur in many application areas, like spline interpolation, symmetric eigenvalue prob-lems and di�erential equations. We will derive a general determinant formula for tridiagonal matrices andexamine its structure to relate this problem to interesting other problems. Our presentation follows [Met60]and [GKP92].De�nition 18 A continuant is the determinant of a tridiagonal matrix, i.e. a matrix which is zero exceptthe main diagonal and the two adjacent side diagonals.The continuant generated by the functions md : f1; : : : ; ng ! R; md(i) = ai for the main diagonal,ud : f1; : : : ; n� 1g ! R; ud(i) = bi for the �rst upper side diagonal and ld : f1; : : : ; n� 1g ! R; ld(i) = cifor the �rst lower side diagonal will be denoted as follows:
Kai;bi;ci(1; : : : ; n) = �������������

a1 b1 0 � � � 0c1 a2 b2 . . . ...0 c2 a3 . . . 0... . . . . . . . . . bn�10 � � � 0 cn�1 an
������������� :Kai;bi;ci(1; : : : ; n) is abbreviated by K(1; : : : ; n) when the diagonal generating functions are known.Let Kai;bi;ci(p1; : : : ; p2) denote a continuant of order p2 � p1 + 1 with diagonal generating functionsmd : fp1; : : : ; p2g ! R; md(i�p1+1) = ai for the main diagonal, ud : fp1; : : : ; p2 � 1g ! R; ud(i�p1+1) =bi for the upper side diagonal and ld : fp1; : : : ; p2 � 1g ! R; ld(i� p1 + 1) = ci for the lower side diagonal.How do we compute a determinant formula for continuants? The sparseness of the tridiagonal matricessuggests minor expansion and we will see in the following that we can straightforwardly obtain a simplerecurrence for the determinant formula. 71



72 CHAPTER 4. DETERMINANTS OF HESSENBERG AND TRIDIAGONAL MATRICESTheorem 18 (Law of expansion) Let Kai;bi;ci(1; : : : ; n) be a continuant de�ned as above. The followingrecursive identities hold: K(1; : : : ; n) = a1K(2; : : : ; n)� b1c1K(3; : : : ; n); (4.1)and K(1; : : : ; n) = anK(1; : : : ; n� 1)� bn�1cn�1K(1; : : : ; n� 2); (4.2)with Kai;bi;ci(1) = a1; Kai;bi;ci(0) = 1.Proof.We will prove identity (4.2) by expansion of the last column. We getKai;bi;ci(1; : : : ; n) = �������������
a1 b1 0 � � � 0c1 a2 . . . . . . ...0 . . . . . . bn�2 0... . . . cn�2 an�1 bn�10 � � � 0 cn�1 an

�������������= an �������������
a1 b1 0 � � � 0c1 a2 b2 . . . ...0 c2 . . . . . . 0... . . . . . . . . . bn�20 � � � 0 cn�2 an�1

�������������� bn�1 ���������������
a1 b1 0 � � � 0 0c1 a2 . . . . . . ... ...0 . . . . . . bn�4 0 0... . . . cn�4 an�3 bn�3 00 � � � 0 cn�3 an�2 bn�20 � � � 0 0 0 cn�1

��������������� :The determinant in the �rst term of the righthand side is obviouslyK(1; : : : ; n�1) whereas the determinantin the second term reduces to K(1; : : : ; n� 2) if we expand the last row, and the identity is established.Identity (4.1) can be obtained analogously.Example Kai;bi;ci(1; : : : ; 4) = a1a2a3a4 � b1c1a3a4 � a1b2c2a4 � a1a2b3c3 + b1c1b3c3:Let us take a look at the terms in the determinant formula of a continuant Kai;bi;ci(1; : : : ; n). One term ofthe continuant is obviously a1a2 � � �an. Other terms can be obtained from a1a2 � � �an by replacing any pairof consecutive a's, arar+1 by �brcr for 1 � r � n � 1. This follows from the de�nition and from the factthat to get br and cr in the position of ar and ar+1, one row or column exchange is necessary. Of course it ispossible to iterate this process on the terms obtained by this method which allows us to successively deriveall the continuant terms.It is possible to conclude the following observation.



4.1. CONTINUANTS OR DETERMINANTS OF TRIDIAGONAL MATRICES 73Observation Kai;bi;ci(1; : : : ; n) = Kai;�1;�bici(1; : : : ; n) = Kai;1;bici(1; : : : ; n): (4.3)It follows that every term in a continuant of odd order must contain a main diagonal element, whereasin a continuant of even order, we have the term (�1)n2 b1c1b3c3 � � � bn�1cn�1 which contains no element ofthe main diagonal and is obtained by consecutively replacing arar+1 by �brcr starting with a1a2 � � � an andr = 1.Hence, we have the following corollary.Corollary 12 Let K0;bi;ci(1; : : : ; n) be a continuant with zero main diagonal.1. If n is odd then K0;bi;ci(1; : : : ; n) = 0 .2. If n is even then K0;bi;ci(1; : : : ; n) = (�1)n2 b1c1b3c3 � � � bn�1cn�1.Now let us examine a special class of continuants to gain more insight into the structure of continuantpolynomials. We assume that the side diagonals are 1 and -1 respectively and will write K(x1; : : : ; xn) forKxi;1;�1(1; : : : ; n). Thus we have the recurrence K(x1; : : : ; xn) = xnK(x1; : : : ; xn�1) + K(x1; : : : ; xn�2)with K(x1) = x1 and K() = 1.It is easy to see that the number of terms in K(x1; : : : ; xn) is a Fibonacci number:K(1; : : : ; 1) = Fn+1:Euler observed (like we stated above for a more general case) that K(x1; : : : ; xn) can be obtained by startingwith the product x1x2 � � �xn and then striking out adjacent pairs xkxk+1 in all possible ways. We canrepresent Euler's rule graphically by constructing all �Morse code� sequences of dots and dashes havinglength n, where each dot contributes 1 to the length and each dash contributes 2. Here are the Morse codesequences of length 4: ����, � � �, � � �, � � �, ��These dot�dash patterns correspond to the terms ofK(x1; x2; x3; x4); a dot signi�es a variable that is includedand a dash a pair of variables that is excluded. For example � � � corresponds to x1x4.A Morse code sequence of length n that has k dashes, has n� 2k dots and n� k symbols altogether. Thesedots and dashes can be arranged in �n�kk � ways; therefore if we replace each dot by x and each dash by 1 weget Kn(x; x; : : : ; x) = bn2 cXk=0 �n� kk �xn�2k ;since we can strike out at most �n2 � adjacent pairs xkxk+1 in x1x2 � � �xn.We have seen that the total number of terms in a continuant is a Fibonacci number; hence we have thefollowing identity Fn+1 = bn2 cXk=0 �n� kk �:



74 CHAPTER 4. DETERMINANTS OF HESSENBERG AND TRIDIAGONAL MATRICESIt is also possible to get a special formula for the general continuant. If we replace each dot by a and eachdash by �bc we obtain Ka;b;c(1; : : : ; n) = bn2 cXk=0(�1)k�n� kk �an�2kbkck: (4.4)
We now discuss two applications of continuants following [GKP92]. Continuant polynomials are intimatelyconnected with Euclid's algorithm. Suppose, for example, that the computation of gcd(m;n) �nishes in foursteps: gcd(m;n) = gcd(n0; n1)= gcd(n1; n2)= gcd(n2; n3)= gcd(n3; n4)= gcd(n4; 0) = n4: n0 = m; n1 = n;n2 = n0 mod n1 = n0 � q1n1;n3 = n1 mod n2 = n1 � q2n2;n4 = n2 mod n3 = n2 � q3n3;0 = n3 mod n4 = n3 � q4n4:Then we have n4 = n4 = K()n4;n3 = q4n4 = K(q4)n4;n2 = q3n3 + n4 = K(q3; q4)n4;n1 = q2n2 + n3 = K(q2; q3; q4)n4;n0 = q1n1 + n2 = K(q1; q2; q3; q4)n4:In general, if Euclid's algorithm �nds the greatest common divisor d in k steps, after computing the sequenceof quotients q1; : : : ; qk, then the starting numbers were K(q1; q2; : : : ; qk)d and K(q2; q3; : : : ; qk)d. This factwas noticed early in the eighteenth century by Thomas Fantet de Lagny. He pointed out that consecutiveFibonacci numbers, which occur as continuants when the q's take their minimum value, are therefore thesmallest inputs that cause Euclid's algorithm to take a given number of steps.Continuants are also intimately connected to continued fractions, from which they get their name. We have,for example, a1 + 1a2 + 1a3+ 1a4 = K(a1; a2; a3; a4)K(a2; a3; a4) :The same pattern holds for continued fractions of any depth which allows us to formulate the followingtheorem.Theorem 19 The following formula holds:a1 + 1a2 + 1���+ 1an�1+ 1an = K(a1; : : : ; an)K(a2; : : : ; an) : (4.5)Proof.We will prove the theorem by induction on n.



4.1. CONTINUANTS OR DETERMINANTS OF TRIDIAGONAL MATRICES 75Base case: For n = 1 we trivially have K(a1)K() = a1.Induction step: For the induction step we need the identityK(x1; : : : ; xn�1; xn + y) = K(x1; : : : ; xn�1; xn) + yK(x1; : : : ; xn�1): (4.6)The identity holds, sinceK(x1; : : : ; xn�1; xn + y) = (xn + y)K(x1; : : : ; xn�1) +K(x1; : : : ; xn�2)= xnK(x1; : : : ; xn�1) +K(x1; : : : ; xn�2) + yK(x1; : : : ; xn�1)according to (4.2).Assume, the following formula holds for all values of n:a1 + 1a2 + 1���+ 1an�2+ 1an�1 = K(a1; : : : ; an�1)K(a2; : : : ; an�1) :We observe that a1 + 1a2 + 1���+ 1an�2+ 1an�1+ 1an = K(a1; : : : ; an�1 + 1an )K(a2; : : : ; an�1 + 1an )using the induction hypothesis and replacing an�1 by an�1 + 1an . Applying identity (4.6), we getK(a1; : : : ; an�2; an�1 + 1an )K(a2; : : : ; an�2; an�1 + 1an ) = K(a1; : : : ; an�1) + 1anK(a1; : : : ; an�2)K(a2; : : : ; an�1) + 1anK(a2; : : : ; an�2)= anK(a1; : : : ; an�1) +K(a1; : : : ; an�2)anK(a2; : : : ; an�1) +K(a2; : : : ; an�2) = K(a1; : : : ; an)K(a2; : : : ; an) ;which completes the induction step.Note that it is also possible to state the preceding theorem for general continuants. The proof is identical.Theorem 20 The following identity holds:a1 � b1c1a2 � b2c2���� bn�2cn�2an�1� bn�1cn�1an = Kai;bi;ci(1; : : : ; n)Kai;bi;ci(2; : : : ; n) :



76 CHAPTER 4. DETERMINANTS OF HESSENBERG AND TRIDIAGONAL MATRICESNow we want to turn to some special continuants. Consider a continuant where each main diagonal element,except the �rst and the last one, is the sum of the side diagonal elements of the same row.Theorem 21 Let K be a continuant of order n given by
K = �������������

d1 + d2 d2 0 � � � 0d3 d3 + d4 d4 . . . ...0 d5 . . . . . . 0... . . . . . . d2n�3 + d2n�2 d2n�20 � � � 0 d2n�1 d2n�1 + d2n
������������� :The following formula holds: K = nXl=0 d1d3 � � � d2l�1d2l+2d2l+4 � � � d2n: (4.7)To prove this identity, we will need the following lemma.Lemma 7 A continuant of even order n = 2m having the main diagonal elements in the even numberedrows equal, is expressible as a continuant of order m, the relation being:

C2m = �������������������
�1 d1 0 � � � � � � � � � 0�1 � d2 . . . ...0 �1 �2 d3 . . . ...... . . . �1 � . . . . . . ...... . . . . . . . . . d2m�2 0... . . . �1 �m d2m�10 � � � � � � � � � 0 �1 �

�������������������2m= �������������
�1� d1 0 � � � 0d2 d2 + �2�+ d3 d3 . . . ...0 . . . . . . . . . 0... . . . d2m�4 d2m�4 + �m�1�+ d2m�3 d2m�30 � � � 0 d2m�2 d2m�2 + �m�+ d2m�1

�������������m :Proof.We multiply C2m with �m in the following determinant form
�m = �������������������

� 0 0 � � � � � � � � � 01 1 �d2 . . . ...0 0 � 0 . . . ...... . . . 1 1 �d4 . . . ...... . . . . . . . . . . . . 0... 0 0 � 00 � � � � � � � � � 0 1 1
�������������������2m



4.1. CONTINUANTS OR DETERMINANTS OF TRIDIAGONAL MATRICES 77(which is obvious if we expand it alternately by row and column) and get
C2m � �m = ������������������

�1�+ d1 d1 �d1d2 0 � � � � � � 00 � 0 0 . . . ...�1 �1 d2 + �2�+ d3 d3 �d3d4 . . . ...0 0 0 � 0... . . . . . . 0 0... . . . �1 �1 d2m�2 + �m�+ d2m�1 d2m�10 � � � � � � 0 0 0 �
������������������2m :

Observe that we may expand the even rows of the righthand side, obtaining�m �������������
�1�+ d1 �d1d2 0 � � � 0�1 d2 + �2�+ d3 �d3d4 . . . ...0 . . . . . . . . . 0... . . . �1 d2m�4 + �m�1�+ d2m�2 �d2m�3d2m�20 � � � 0 �1 d2m�2 + �m�+ d2m�1

�������������m :Equation (4.3) then implies the lemma.An immediate consequence of this lemma is the following corollary.Corollary 13 A continuant of order n = 2m + 1 having the maindiagonal elements in the odd numberedrows equal,
C2m+1 = ����������������

� d1 0 � � � � � � 0�1 �1 d2 . . . ...0 �1 � d3 . . . ...... . . . . . . . . . . . . 0... . . . �1 �m d2m0 � � � � � � 0 �1 �
����������������2m+1is expressible as a continuant of order m:C2m+1 = �������������

d1 + �1�+ d2 d2 0 � � � 0d3 d3 + �2�+ d4 d4 . . . ...0 . . . . . . . . . 0... . . . d2m�3 d2m�3 + �m�1�+ d2m�2 d2m�20 � � � 0 d2m�1 d2m�1 + �m�+ d2m
������������� :(4.8)



78 CHAPTER 4. DETERMINANTS OF HESSENBERG AND TRIDIAGONAL MATRICESNow we are �nally able to prove Theorem 21.Proof.Putting � = 1 and �1 = � � � = �m = 0 in (4.8), we have
� = ����������������

1 d1 0 � � � � � � 0�1 0 d2 . . . ...0 �1 1 d3 . . . ...... . . . . . . . . . . . . 0... . . . �1 0 dm0 � � � � � � 0 �1 1
����������������2m+1 =

�������������
d1 + d2 d2 0 � � � 0d3 d3 + d4 d4 . . . ...0 . . . . . . . . . 0... . . . d2m�3 d2m�3 + d2m�2 d2m�20 � � � 0 d2m�1 d2m�1 + d2m

�������������m :
Expanding � we see that the only nonzero terms are those having a 1 from the main diagonal and theremaining terms from the side diagonals, and these are just the terms included in the sum on the righthandside of (4.7).Note that the �rst and the last element of the main diagonal may be arbitrary since we can always writethem as c11 = d1 + d2 and cnn = d2m�1 + d2m with appropriate d1 and d2m.Let us illustrate formula (4.7) in a little example. Consider the continuantCn = �������������

a0 + a1 a1 0 � � � 0a1 a1 + a2 a2 . . . ...0 . . . . . . . . . 0... . . . an�2 an�2 + an�1 an�10 � � � 0 an�1 an�1 + an
�������������n ;with identical side diagonals. Since each main diagonal element, except the �rst and the last one, is the sumof the side diagonal elements of the same row, we may apply our formula and obtain the nice identityCn = nXl=0 nYk=0k 6=l ak:Note that it is also useful to transform a continuant using the observation (4.3) such that formula (4.7) isapplicable. Consider, for example, the continuantCn = �������������

1 + x2 x 0 � � � 0x 1 + x2 x . . . ...0 . . . . . . . . . 0... . . . x 1 + x2 x0 � � � 0 x 1 + x2
������������� ;which may be written as



4.2. DETERMINANTS OF HESSENBERG MATRICES 79
Cn = �������������

1 + x2 x2 0 � � � 01 1 + x2 x2 . . . ...0 . . . . . . . . . 0... . . . 1 1 + x2 x20 � � � 0 1 1 + x2
�������������using (4.3). Now, it is apparent that we may apply formula (4.7) to get the identityCn = 1+ x2 + x4 + � � �+ x2n:In closing, we will brie�y discuss how to split the computation of a continuant, which sometimes is quiteuseful if the continuant consists of di�erent simple patterns. Splitting is straightforward since a continuantdi�ers from a block continuant in only two elements.Corollary 14 Consider a continuant with generating functions a; b; c:

C(1; : : : ; n) =
����������������������
a1 b1 0 � � � 0 0 � � � 0c1 . . . . . . . . . ... ... ...0 . . . . . . bm�1 0 0 � � � 0... . . . cm�1 am bm 0 � � � 00 � � � 0 cm am+1 bm+1 . . . ...0 � � � 0 0 cm+1 . . . . . . 0... ... ... . . . . . . . . . bn�10 � � � 0 0 � � � 0 cn�1 an

���������������������� :then C(1; : : : ; n) = C(1; : : : ;m) � C(m+ 1; : : : ; n)� bmcm � C(1; : : : ;m� 1) � C(m+ 2; : : : ; n):Proof.Clever expansion of the mth row or column yields the result.
4.2 Determinants of Hessenberg matricesHessenberg matrices frequently occur in the computation of eigenvalues and eigenvectors of a matrix. Ageneral matrix can be reduced to Hessenberg form using �nitely many similarity transformations. Afterwardsdi�erent methods like the QR�method can be used to compute the eigenvalues. See [GvL96] for details.De�nition 19 A Hessenberg matrix is an upper triangular matrix where the �rst lower diagonal can alsocontain nonzero elements. For our purposes, we de�ne a Hessenberg matrix HB of order n via its diagonal



80 CHAPTER 4. DETERMINANTS OF HESSENBERG AND TRIDIAGONAL MATRICESgenerating functions d�1(i) = hbi+1;i for the lower diagonal, d0(i) = hbii for the main diagonal and dk(i) =hbi;i+k for the kth upper diagonal (k <= n� 1).
HBn(d�1; d0; d1; : : : ; dn�1) = 0BBBBBBBBBBB@

d0(1) d1(1) d2(1) . . . dn�2(1) dn�1(1)d�1(1) d0(2) d1(2) d2(2) . . . dn�2(2)0 d�1(2) d0(3) . . . . . . . . .... . . . . . . . . . d1(n� 2) d2(n� 2)... . . . d�1(n� 2) d0(n� 1) d1(n� 1)0 � � � � � � 0 d�1(n� 1) d0(n)
1CCCCCCCCCCCA :

Trivially, if the diagonal generating functions dk(i) = 0 for 2 � k � n� 1, we have a tridiagonal matrix.We could derive a straightforward recurrence formula for the determinant of tridiagonal matrices and wouldlike to have a similar result for determinants of Hessenberg matrices. Following, we show how to establish aquite involved recurrence formula.Theorem 22 Let H(n) = jHBn(d�1; d0; d1; : : : ; dn�1)j be the determinant of a Hessenberg matrix as de�nedabove. This determinant can be computed via the following recurrence:H(n) = n�1Xi=0 (�1)idi(n� i)H(n� i� 1) iYj=1 d�1(n� j): (4.9)with the base cases H(1) = d0(1); H(0) = 1; H(�s) = 0 for s > 0.Note that H(n� i) = jHBn�1(d�1; d0; : : : ; dn�i�1)j.Proof.We present an inductive argument to prove the recurrence. The base cases are trivial.Let us expand the last row of H(n):
H(n) = d0(n)H(n� 1)� d�1(n� 1) ����������������

d0(1) d1(1) . . . dn�4(1) dn�3(1) dn�1(1)d�1(1) d0(2) d1(2) . . . dn�4(2) dn�2(2)0 d�1(2) d0(3) . . . . . . ...... . . . . . . . . . d1(n� 3) d3(n� 3)0 � � � 0 d�1(n� 3) d0(n� 2) d2(n� 2)0 � � � 0 0 d�1(n� 2) d1(n� 1)
���������������� :Denoting the determinant in the second term with D1 and expanding the last row of D1, we get

D1 = d1(n� 1)H(n� 2)� d�1(n� 2) ����������������
d0(1) d1(1) . . . dn�5(1) dn�4(1) dn�1(1)d�1(1) d0(2) d1(2) . . . dn�5(2) dn�2(2)0 d�1(2) d0(3) . . . . . . ...... . . . . . . . . . d1(n� 4) d4(n� 4)0 � � � 0 d�1(n� 4) d0(n� 3) d3(n� 3)0 � � � 0 0 d�1(n� 3) d2(n� 2)

���������������� :



4.2. DETERMINANTS OF HESSENBERG MATRICES 81Denoting the determinant in the second term with D2, we iterate this process and �nally obtainH(n) = d0(n)H(n� 1)� d�1(n� 1) fd1(n� 1)H(n� 2� d�1 [d2(n� 2)H(n� 3)�d�1(n� 3) (: : : (dn�2(2)H(1)� d�1(1)(dn�1(1)H(0))) : : : )]g :Expanding this expression indeed yields the desired recurrence formulaH(n) = n�1Xi=0 (�1)idi(n� i)H(n� i� 1) iYj=1 d�1(n� j):
Note that recurrence (4.9) simpli�es to our known continuant recurrence formula if we have dk(i) = 0 fork � 2.Clearly, this involved recurrence relation does not o�er explicit formulas for the general case. However, wewill discuss some special cases where only a �xed number of the diagonals dk are nonzero and see how explicitformulas can be obtained.ExampleConsider the determinant H(n) of the Hessenberg matrix of order n generated by the functions d�1(i) =c; d0(i) = a and dn�2(i) = b. Formula (4.9) simpli�es toH(n) = aH(n� 1) + (�1)n�2bcn�2H(2):Let us expand this formula, we get H(n) = a(aH(n � 2) + (�1)n�2bcn�2H(1)) + (�1)n�2bcH(2). SinceH(2) = a2, H(1) = a and H(n� 2) is a lower triangular determinant, we obtain the formulaH(n) = an + (�1)n�22bcn�2a2:Let us try to generalize the result of our example. Consider Hessenberg matrices generated by the functionsd�1(i); d0(i) and dn�c(i); : : : ; dn�1(i) with constant c � 1 (this means that the other diagonals are zero).We show the formula for the value c = 3 to better illustrate the method: Expanding the �rst levels of therecurrence, we getH(n) = d0(n)24d0(n� 1)8<:d0(n� 2)H(n� 3) + (�1)n�3dn�3(1)H(0) n�3Yj=1 d�1(n� j � 2)9=;+(�1)n�3dn�3(2)H(1) n�3Yj=1 d�1(n� j � 1) + (�1)n�2dn�2(1)H(0) n�1Yj=1 d�1(n� j � 1)35+(�1)n�3dn�3(3)H(2) n�3Yj=1 d�1(n�j)+(�1)n�2dn�2(2)H(1) n�2Yj=1 d�1(n�j)+(�1)n�1dn�1(1)H(0) n�1Yj=1(n�j):



82 CHAPTER 4. DETERMINANTS OF HESSENBERG AND TRIDIAGONAL MATRICESSince H(n� 3) =Qn�3l=1 al for n � 7, H(2) = a1a2, H(1) = a1 and H(0) = 1, this simpli�es toH(n) = nYk=1 d0(k) + (�1)n�3 3Xk=1 dn�3(k) 3�kYl=1 d0(n� l + 1) k�1Yl=1 d0(l) n�3Yj=1 d�1(n� j � (3� k))+ (�1)n�2 2Xk=1 dn�2(k) 2�kYl=1 d0(n� l + 1) k�1Yl=1 d0(l) n�2Yj=1(d�1(n� j � (2� k))+ (�1)n�1dn�1(1) n�1Yj=1 d�1(n� j):The generalization is straightforward, hence we have the following corollary:Corollary 15 Let HBn(d�1; d0; 0; : : : ; 0; dn�c; : : : ; dn�1) with constant c � 1 be an order n Hessenbergmatrix with H(n) denoting its determinant. The following formula holds for n � 2c+ 1:H(n) = nYk=1 d0(k) + cXs=1(�1)n�s 24 sXk=18<:dn�s(k) s�kYl=1 d0(n� l + 1) k�1Yl=1 d0(l) n�sYj=1 d�1(n� j � (s� k))9=;35 :(4.10)If all the generating functions are constants we get the simpler formulaH(n) = dn0 + 3(�1)n�3d20dn�3dn�3�1 + 2(�1)n�2d0dn�2dn�2�1 + (�1)n�1dn�1dn�1�1 ;for c = 3; which for an arbitrary constant c � 1 generalizes toH(n) = dn0 + cXk=1 k(�1)n�kdk�10 dn�k�1 dn�k: (4.11)In the previous section, we discussed the e�ect of a zero main diagonal on the determinant of a tridiagonalmatrix. Can we make any statements about Hessenberg determinants with zero main diagonal?We answer the question in the case of Hessenberg determinants of the formH(n) = jHBn(d�1; 0; 0; : : : ; 0; dp; 0; : : : ; 0; dn�c; ; : : : ; dn�1)jwith integers p; c.In the case c = 0, we observe that the determinant has to vanish if n 6= (p + 1) � s for some multiple s.Otherwise, we can simply expand H(n) = (�1)pdp(n� p)Qpl=1 d�1(n� l)HB(n� p� 1) and getH(n) = 8<: (�1)spQs�1l=0 dp(n� p� l(p+ 1))Qpk=1 d�1(n� l(p+ 1)� k); if n = (p+ 1) � s0; otherwise: (4.12)The case c > 0 is more tricky, however. We assume n � 2c+ 1 again and observe thatH(0) = 1; H(1) = � � � = H(p) = 0 and H(p+ 1) = dp(1) pYk=1 d�1(k):



4.2. DETERMINANTS OF HESSENBERG MATRICES 83Examining the diagonal generating functions of the upper right corner of the matrix, dn�c; : : : ; dn�1, wenotice that only dn�1; dn�1�(p+1); : : : ; dn�1�a(p+1) with a = j cp+1k contribute to the determinant since theothers result in a recursive call of one of H(1); : : : ; H(p). Hence, the recurrence simpli�es toH(n) = (�1)pdp(n� p)H(n� p) pYl=1 d�1(n� l)+ aXk=0(�1)n�1�k(p+1)dn�1�k(p+1)(k(p+ 1) + 1) n�1�k(p+1)Yl=1 d�1(n� l)H(k(p+ 1)):Now observe that H(k(p+ 1)) =Qkl=1(�1)pdp(l(p+ 1))Qpj=1 d�1(l(p+ 1)� j) for k = 1; : : : ; a.Obviously, if n 6= (p+1) � s for some multiple s, all the terms resulting from the �rst term of the right handside vanish and we are left withH(n) = aXk=0n(�1)n�1�k(p+1)dn�1�k(p+1)(k(p+ 1) + 1)kYl=124(�1)pdp(l(p+ 1)) pYj=1 d�1(l(p+ 1)� j)35 n�1�k(p+1)Yl=1 d�1(n� l)9=; (4.13)Expanding the recurrence for n = (p+ 1) � s, we notice that the last relevant diagonal dn�l vanishes in eachlevel. Multiplying out, we getH(n) = (�1)sp s�1Yl=0 dp(n� p� l(p+ 1)) pYl=1 d�1(n� l(p+ 1)� k)+ aXj=0 " jYl=1 (�1)pdp(n� p� l(p+ 1)) pYk=1 d�1(n� l(p+ 1)� k)!8<: aXk=j(�1)n�1�k(p+1)dn�1�k(p+1)(k(p+ 1) + 1) n�1�k(p+1)Yl=1 d�1(n� l)kYl=1 (�1)pdp(l(p+ 1)) pYm=1 d�1(l(p+ 1)�m)!)# (4.14)
If we have constant diagonal generating functions, this simpli�es toH(n) =8<: (�1)spdspdsp�1 +Pak=0(k + 1)(�1)n�1�kdn�1�k(p+1)dkpdn�1�k�1 ; if n = s(p+ 1)Pak=0(k + 1)(�1)n�1�kdn�1�k(p+1)dkpdn�1�k�1 ; otherwise: (4.15)which completes our investigation of the special case H(n) = jHBn(d�1; d0; 0; : : : ; 0; dn�c; : : : ; dn�1)j ofHessenberg determinants.Let us illustrate the last formula in an example.



84 CHAPTER 4. DETERMINANTS OF HESSENBERG AND TRIDIAGONAL MATRICESExampleConsider the Hessenberg determinant of order n generated by the functions d�1 = z; d1 = b; dn�5 = v; dn�3 =w; dn�2 = x; dn�1 = y:
H(n) =

������������������������������

0 b 0 . . . 0 v 0 w x yz 0 b 0 . . . 0 v 0 w x0 z 0 b . . . . . . 0 v 0 w... . . . z . . . . . . . . . . . . 0 v 0... . . . . . . . . . . . . . . . . . . 0 v... . . . . . . . . . . . . . . . . . . 0... . . . . . . 0 b 0 . . .... . . . z 0 b 0... . . . z 0 b0 � � � � � � � � � � � � � � � � � � 0 z 0

������������������������������
:

Applying identity (4.15) for n = 2m � 11, we receive the formulaH(n) = (�1)m(bz)m + (�1)n�1yzn�1 � (�1)n�32bwzn�2 + (�1)n�53b2vzn�3:Since n is even, this simpli�es toH(n) = (�1)n2 (bz)n2 � yzn�1 + 2bwzn�2 � 3b2vzn�3:4.3 ImplementationWe address implementation issues of the Maple package HESSENBERGandCONTINUANT that providesthe computation of determinant formulas for speci�ed matrices of the discussed shapes. Examples andfurther details can be found in the appendix or the on�line help pages.4.3.1 General ConsiderationsDeterminant order The matrix order can be a positive integer or an expression of the form n + d withinteger d and a symbolic variable n.How do we specify the determinant ? If the determinant order is integer, we can give a piecewisede�nition of a diagonal generating function like in the previous packages. In the symbolic case, however,we impose the restriction on Hessenberg determinants that only total functions in i are allowed, sincethe adaption of the formulas for piecewise diagonal function speci�cations would lead to very complicatedcoding. Continuants of symbolic order, however, may also be de�ned in a piecewise fashion. The diagonalsof a continuant are speci�ed separately whereas the diagonals of a Hessenberg determinant are speci�ed ina list of two element lists containing the diagonal position (between -1 for the �rst lower side diagonal, 0for the main diagonal and up to n� 1 for the n� 1st side diagonal) and corresponding generating function.



4.3. IMPLEMENTATION 85Each nonzero diagonal has to be speci�ed separately which may seem quite cumbersome regarding denseHessenberg matrices. In fact it is not possible to specify a Hessenberg determinant of symbolic order with nozero diagonals but since we are only able to derive explicit formulas for certain simple forms of Hessenbergdeterminants and can only give a recurrence relation for more complicated ones, this restriction makes sense.Checking the determinant The resulting formula can be checked for speci�ed integer orders (default 4)which is done like in the previous chapters.4.3.2 The Package functionsThe HESSENBERGandCONTINUANT package consists of the following functions:Continuant, ContinuantMatrix, HessenbergDet, HessenbergMatrix.Continuant The function �rst checks the input and determines additional informations.In the case of integer determinant orders it calls the package internal function HBrec which recursivelycomputes the speci�ed determinant according to (4.2). The Maple option remember is used in this functionto avoid multiple identical calls. Each Maple procedure has an associated remember table. The table indexis the arguments and the entry is the function value. When a procedure is called, Maple �rst looks up theremember table and returns the result from there if it already has been computed, otherwise the code ofthe procedure is executed and the returned result is stored in the remember table under the index of thecurrent arguments. This enables us to keep the relatively simple recursive implementation instead of a moreinvolved iterative one without getting ine�cient.If the determinant order is symbolic we proceed as following:� If the diagonal generating functions are piecewise de�ned then the continuant computation is splitrecursively according to Corollary 14.� If the main diagonal is zero we compute the determinant formula according to Corollary 12.� If the main diagonal is sum of the side diagonals in a row then a formula is determined using (4.7).� If the diagonal generating functions are constant then we return a formula according to (4.4), otherwisethe corresponding recurrence relation is returned.HessenbergDet The function �rst checks the input and determines additional informations.In the case of integer determinant orders it calls the package internal function HBrec which recursivelycomputes (see above) the speci�ed determinant according to (4.9).If the determinant order is symbolic we determine the �rst lower side diagonal function, the main diagonalfunction, the list of diagonal functions at integer positions [[p1,f_p1],...,[p_k,f_p_k]], and the list ofdiagonal functions at positions of the form n�d (i.e. those in the upper right corner of the matrix) [[n-q_c,f_q_c],...,[n-q1, f_q1]].Now we examine the determined lists and try to recognize one of the special cases for which we were able to�nd formulas:� If the lower diagonal function is zero or the list of all upper diagonals is empty, we have the case of atriangular determinant and return the product of the main diagonal elements.� If the main diagonal is zero then it is tested if the list of the nonzero diagonals at integer positionscontains only one element, say at position p. In this case we determine a formula according to one ofthe identities (4.12), (4.13), (4.14), and (4.15). The returned formula is a list containing the result inthe case n = (p+ 1)k and the case n 6= (p+ 1)k.



86 CHAPTER 4. DETERMINANTS OF HESSENBERG AND TRIDIAGONAL MATRICES� If the only nonzero diagonals are the main diagonal, the �rst lower side diagonal and diagonals atpositions n� d, we compute the corresponding determinant formula according to Corollary 15.� If only the �rst lower side diagonal, main diagonal and the �rst upper diagonal (at position 1) arenonzero, we have the special case of a continuant and call our function Continuant.� Otherwise, we determine the recurrence relation according to (4.9). If the diagonals are generated byconstant functions then it might be possible for some easy cases to obtain a closed form using Maple'srsolve function.ContinuantMatrix This function returns the matrix of the speci�ed continuant if the speci�cation wascorrect. We use dots �o� to abbreviate the symbolic order. Since Maple treats the dots as usual matrixentries, this function should be used for illustrative purposes only for symbolic orders.HessenbergMatrix This function returns the speci�ed Hessenberg matrix if the speci�cation was correct.The same remarks as above apply.4.4 SummaryThis chapter focussed on the determinant of two matrix classes de�ned by diagonal generating functions.First, we examined determinants of tridiagonal matrices following [Met60], the so�called continuants, forwhich we derived a simple recurrence relation. The origin of this name was explained illustrating therole of polynomials of this kind in the �eld of continuous fractions. We brie�y described the relation toFibonacci numbers and Euclid's algorithm. It was possible to derive explicit formulas for some special casesof continuants like continuants with a zero main diagonal or continuants where the main diagonal is the sumof the side diagonals of the same row.Next, we turned to a more general matrix class, the Hessenberg matrices, which we de�ned using diagonalgenerating functions. Again, it was possible to establish a recurrence relation for determinants of Hessenbergmatrices. However, this recurrence allowed explicit formulas only for very simpli�ed versions of Hessenbergdeterminants like Hessenberg determinants which had a �nite chunk of nonzero diagonals in the upper rightcorner including the �rst lower side diagonal and only one other diagonal.The corresponding Maple package deals with speci�cations of continuants and Hessenberg determinants(with a restrictive speci�cation facility of Hessenberg determinants of symbolic order) and is able to derivedeterminant formulas for all the covered general and special cases (see the appendix for examples). Comput-ing integer order determinants using the package functions yields faster results than using the normal detfunction for higher orders (especially for symbolic entries and in the Hessenberg case).



Chapter 5Determinants of symmetric matricesIn this chapter we investigate determinant formulas of another important matrix class, the symmetric ma-trices. We will discuss several kinds of symmetry and the e�ects on the determinant of such matrices. Twokinds of symmetry will be distinguished, symmetry with respect to a line and symmetry with respect to apoint.5.1 Centrosymmetric DeterminantsWe will begin with symmetry with respect to a point, the center of a matrix.De�nition 20 A determinant of order n is called centrosymmetric if the reversed rth row yields row n�r+1for all r = 1; : : : ; n. That is, writing down the rows one after another, the determinant is the same readforward as read backwards.ExampleC is a centrosymmetric determinant of order 5:
C = ���������� a1 a2 a3 a4 a5b1 b2 b3 b4 b5c1 c2 c3 c2 c1b5 b4 b3 b2 b1a5 a4 a3 a2 a1 ���������� :How does this special structure e�ect the determinant? We will state a result from [Met60] that givesinsight into the determinant structure of centrosymmetric matrices and provides an algorithm to compute ite�ciently.We want to compute the centrosymmetric determinant A of order n:A = ���������� a11 a12 � � � a1;n�1 a1na21 a22 � � � a2;n�1 a2n� � � � � � � � � � � � � � �a2n a2;n�1 � � � a22 a21a1n a1;n�1 � � � a12 a11 ���������� :87



88 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESFirst, suppose that the order is even and we have n = 2m. Performing the elementary row operationsrowl = rowl + row2m�l+1 and the elementary column operations coll = coll � col2m�l+1 for l = 1; : : : ;m,we obtain a square of m2 zeroes in the upper left corner and the block form���� 0 DD0 � ����Therefore the determinant A of order n breaks up into two determinants D and D0 of order m and we haveA = (�1)mD �D0:The special centrosymmetric structure of A yields thatD = j(ars + art)jm= ����������� a1;m + a1;m+1 a1;m�1 + a1;m+2 � � � a12 + a1;2m�1 a11 + a1;2ma2;m + a2;m+1 a2;m�1 + a2;m+2 � � � a22 + a2;2m�1 a21 + a2;2m... ... ... ...am�1;m + am�1;m+1 am�1;m�1 + am�1;m+2 � � � am�1;2 + am�1;2m�1 am�1;1 + am�1;2mam;m + am;m+1 am;m�1 + am;m+2 � � � am;2 + am;2m�1 am;1 + am;2m
�����������andD0 = j(art � ars)jm= ����������� am;2m � am;1 am;2m�1 � am;2 � � � am;m+2 � am;m�1 am;m+1 � am;mam�1;2m � am�1;1 am�1;2m�1 � am;2 � � � am�1;m+2 � am�1;m�1 am�1;m+1 � am�1;m... ... ... ...a2;2m � a21 a2;2m�1 � a22 � � � a2;m+2 � a2;m�1 a2;m+1 � a2;ma1;2m � a11 a1;2m�1 � a12 � � � a1;m+2 � a1;m�1 a1;m+1 � a1;m
�����������for r; s = 1; : : : ;m and t = 2m; 2m� 1; : : : ;m+ 1.At the moment, every entry of D and D0 is a sum of two elements of the original matrix A. We wouldlike to have determinants where every entry consists only one one element of A. Since determinants aremultilinear we may break D into a sum of 2m determinants with �monomial� elements. We observe that forevery determinant D� = D(�1; : : : ; �m) = ��������� a1�1 a1�2 � � � a1�ma2�1 a2�2 � � � a2�m... ... ...am�1 am�2 � � � am�m ���������in this sum there is another determinantD� = D(�1; : : : ; �m) = ��������� a1�1 a1�2 � � � a1�ma2�1 a2�2 � � � a2�m... ... ...am�1 am�2 � � � am�m ��������� ;



5.1. CENTROSYMMETRIC DETERMINANTS 89with �k + �k = 2m+ 1 for k = 1; : : : ;m. Hence we have 2m�1 pairs of order m determinants and it is onlynecessary to compute one determinant of each pair, since the other can be determined from the result.The signs of D� and D� when the columns are arranged in their natural order (i.e. the ascending in thesecond index of a) are the same if m(m� 1)=2 is even or opposite if m(m� 1)=2 is odd. For, if there are gknumbers following �k which are smaller than �k, there are gk numbers following �k which are larger than�k. Therefore gk is the number of column exchanges due to the correct position of �k in D� and m� k� gkthe number of column exchanges due to the correct position of �k in D� . This means that the sign factor ofD� is (�1)g1+���+gm and the sign factor of D� is (�1)m(m�1)=2�(g1+���+gm).In the case of D0 it is obvious that the same 2m determinants occur as in D. The signs of the various termswill be the same except that when there is an odd number of columns with negative elements, the sign willbe changed.Now we will focus on centrosymmetric determinants of odd orders and present a similar method for computingtheir determinant.Assume n = 2m+1. Performing elementary row operations rowl = rowl+row2m+2�l and column operationscoll = coll � col2m+2�l for l = 1; : : : ;m, we transform A into a determinant with a rectangle of m+ 1 rowsand m columns of zeroes in the upper left-hand corner:���� 0 �D�D0 � ���� :Thus, A breaks up into the product of a m�m determinant D0and a (m+ 1)� (m+ 1) determinant D.We observe that the determinant �D in the lower left�hand corner is identical to D0 and the m �m subde-terminant of D in the upper right�hand corner is identical to D, thus only the �rst column and the last rowof D disturb. Expanding the last row of D gives the formulaA = � �D0 � �D;with �D = am+1;m+1D + mXk=1(�1)kam+1;m+1+k �Dm+1;k+1:It is possible to compute �Dm+1;k+1 using the same methods as above.Unfortunately, the described methods do not enable us to obtain explicit formulas for centrosymmetric de-terminants of symbolic order n but it clari�es its structure. Moreover, in this case, we reduced a determinantproblem of order n to two determinant problems of order �n2 � and �n2 � of special structure and thus thepresented methods are more e�cient than general computation methods for determinants with symbolicentries.Similar methods for the case of skew�centrosymmetric determinants can be found in [Met60].After discussing the general problem of centrosymmetric determinants, we will turn to a few special casesthat allow us to derive explicit formulas.



90 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESWe will derive formulas for a more general non�centrosymmetric case which obviously also apply for thespecial centrosymmetric case.Consider the determinant jAj of order n where row i is generated by the constant function bi, apart fromthe main diagonal which is generated by ai:jAj = ����������� a1 b1 � � � � � � b1b2 a2 b2 � � � b2... . . . . . . . . . ...bn�1 � � � bn�1 an�1 bn�1bn � � � � � � bn an
����������� :If we successively subtract the �rst column from all the other columns then jAj is transformed into arrowform: jAj = ������������ a1 b1 � a1 b1 � a1 � � � b1 � a1b2 a2 � b2 0 � � � 0b3 0 a3 � b3 . . . ...... ... . . . . . . 0bn 0 � � � 0 an � bn
������������ :Using the formula from the second chapter, this yieldsjAj = a1 nYl=2(al � bl) + nYl=1(al � bl) nXk=2 bkak � bk :which can be simpli�ed to jAj = nYl=1(al � bl) "1 + nXk=1 bkak � bk # : (5.1)For centrosymmetric determinants of this kind, we have ai = an�i+1 and bi = bn�i+1 for i = 1; : : : ; �n2 �,thus (5.1) simpli�es to jAj = bn2 cYl=1 (al � bl)2 2641 + 2 bn2 cXk=1 bkak � bk375 : (5.2)Let us discuss another determinant problem. Consider the determinant of a matrix M which is de�ned bymij = 8<: ai ; i = j;bi ; i < j;bi�1 ; i > j:Hence, we are interested in the following determinant.



5.2. AXISYMMETRIC DETERMINANTS 91
jM j = ������������ a1 b1 b1 � � � b1b1 a2 b2 � � � b2b2 b2 a3 . . . ...... ... . . . . . . bn�1bn�1 bn�1 � � � bn�1 an

������������ :Performing the elementary column operations colk = colk � col1 for k = 2; : : : ; n we may transform jM j to
jM j = ���������������

a1 b1 � a1 b1 � a1 b1 � a1 � � � b1 � a1b1 a2 � b1 b2 � b1 b2 � b1 � � � b2 � b1b2 0 a3 � b2 b3 � b2 . . . ...... ... 0 . . . . . . bn�2 � bn�3... ... ... . . . . . . bn�1 � bn�2bn�1 0 0 � � � 0 an � bn�1
��������������� :Now we successively subtract colk from colk+1 for k = n� 1; n� 2; : : : ; 2 and getjM j = �������������

a1 b1 � a1 0 � � � 0b1 a2 � b1 b2 � a2 . . . ...b2 0 a3 � b2 . . . 0... ... . . . . . . bn�1 � an�1bn�1 0 � � � 0 an � bn�1
������������� ;which is a 4�oriented 7�form determinant. Transposing, we can apply the theorem for standard 7�forms andobtain the formulajAj = (a1 � b1)Pnl=2(�1)n+lbl�1Ql�1k=2(ak � bk)Qnk=l+1(bk�1 � ak)+(�1)n+1a1Qnk=2(bk�1 � ak);which may be simpli�ed tojAj = nXl=2 bl�1 l�1Yk=1(ak � bk) nYk=l+1(ak � bk�1) + a1 nYk=2(ak � bk�1): (5.3)We omit the simpli�cation in the centrosymmetric case since it does not simplify the structure of the formula.5.2 Axisymmetric DeterminantsThe best known type of symmetry is the axisymmetry with respect to the main diagonal.De�nition 21 A matrix A is called (axi)symmetric if aij = aji for all i; j = 1; : : : ; n.



92 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESAxisymmetric matrices arise in many applications, of special interest are the positive de�nite symmetricmatrices for which there are special algorithms, e.g. Cholesky factorization. Being interested in generaldeterminant formulas we will have to restrict the class of symmetric determinants a little since axisymmetryis too general to obtain determinant formulas for the general case.Following, we will show how a special class of axisymmetric determinants can be reduced to arrow form ortridiagonal form respectively.Consider axisymmetric matrices A that are generated by two functions f and g, such that aii = f(i) =: fiand aij = g(i) =: gi for i < j. Hence we are interested in a determinant formula of matrices of the followingtype: A = 0BBBBBBB@ f1 g1 g1 � � � g1g1 f2 g2 . . . ...g1 g2 . . . . . . gn�2... . . . . . . fn�1 gn�1g1 � � � gn�2 gn�1 fn
1CCCCCCCA :Performing the elementary column operations colk = colk � colk�1 and afterwards rowk = rowk � rowk�1for k = n; n� 1; : : : ; 2, we may transform jAj into continuant form:

jAj = �������������
f1 �f1 + g1 0 � � � 0�f1 + g1 f1 � 2g1 + f2 �f2 + g2 . . . ...0 . . . . . . . . . 0... . . . �fn�2 + gn�2 fn�2 � 2gn�2 + fn�1 �fn�1 + gn�10 � � � 0 �fn�1 + gn�1 fn�1 � 2gn�1 + fn

������������� :This looks suggestive that we might be able to apply identity (4.7) getting a reasonably nice formula butunfortunately the assumptions are a little di�erent, so we have to settle with the recurrencejAj = K(n) = (fn�1 + 2gn�1 + fn) �K(n� 1)� (fn�1 � gn�1)2 �K(n� 2)with K(1) = f1 and K(0) = 1. Having generating functions f and g with aii = fi and aij = gj for i < jyields a similar recurrence.Let us pick out two easy special cases:If gi = fi for i = 1; : : : ; n � 1 then we obtained diagonal form after the transformation and have thedeterminant formula jAj = f1 nYl=2(fl � fl�1): (5.4)If g is constant we subtract the �rst row from all other rows instead and reach arrow formjAj = ������������ f1 g g � � � gg � f1 f2 � g 0 � � � 0g � f1 0 f3 � g . . . ...... ... . . . . . . 0g � f1 0 � � � 0 fn � g
������������ :



5.2. AXISYMMETRIC DETERMINANTS 93Now we may use the result on arrow determinants of the second chapter to obtain the formulajAj = nYl=1(fl � g) (1 + nXk=1 gfk � g ): (5.5)
Let us focus on another special axisymmetric matrix class. Consider matrices generated by functions m andp, where aij = p(i)p(j) for i < j and aii = m(i) :A = 0BBBB@ m(1) p(1)p(2) � � � p(1)p(n)p(1)p(2) m(2) . . . ...... . . . . . . p(n� 1)p(n)p(1)p(n) � � � p(n� 1)q(n) m(n) 1CCCCAPerforming the column operations colk = colk � p(k)p(1) � col1 for k = 2; : : : ; n (provided p(1) 6= 0) we obtainarrow form for the determinant:jAj = ��������������

m(1) p(2)p(1) (p(1)2 �m(1)) p(3)p(1) (p(1)2 �m(1)) � � � � � � p(n)p(1) (p(1)2 �m(1))p(1)p(2) m(2)� p(2)2 0 � � � � � � 0p(1)p(3) 0 m(3)� p(3)2 0 � � � 0... ... 0 . . . . . . ...... ... ... . . . . . . 0p(1)p(n) 0 0 � � � 0 m(n)� p(n)2
�������������� :Extracting the factor (p(1)2�m(1))=p(1) from the �rst row and the factor p(1) from �rst column (providedp(1)2 �m(1) 6= 0), this simpli�es to

jAj = (p(1)2 �m(1)) � ������������
m(1)p(1)2�m(1) p(2) p(3) � � � p(n)p(2) m(2)� p(2)2 0 � � � 0p(3) 0 m(3)� p(3)2 . . . ...... ... . . . . . . 0p(n) 0 � � � 0 m(n)� p(n)2

������������ :We obtained a simple arrow form that we can transform into triangular form viarow1 = row1 � p(k)m(k)� p(k)2 � rowk for k = 2; : : : ; n:Hence we obtain the following determinant formulajAj = m(1) nYk=2(m(k)� p(k)2) + nXl=2 p(l)2 nYk=1k 6=l (m(k) � p(k)2);which may be further simpli�ed to



94 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESjAj = nYk=1(m(k)� p(k)2) � "1 + nXk=1 p(k)2m(k)� p(k)2 # : (5.6)Let us illustrate this formula with a little example.ExampleConsider the axisymmetric determinantjAj = ������������ x
21 + 1 x1x2 x1x3 � � � x1xnx1x2 x22 + 1 x2x3 � � � x2xnx1x3 x2x3 x23 + 1 . . . ...... ... . . . . . . xn�1xnx1xn x2xn � � � xn�1xn x2n + 1

������������with main diagonal generating function m(i) = x2i + 1 and function xixj generating aij for i < j (that isp(i) = xi and p(j) = xj). Applying identity (5.6) yields the nice determinant formulajAj = 1 + x21 + x22 + � � �+ x2n:
In closing, we discuss another special class of axisymmetric determinants. Let us consider determinants jAjgenerated by the function aij = c � (j � i) + k :jAj = �������������

k c+ k 2c+ k � � � (n� 1)c+ kc+ k k c+ k . . . ...2c+ k c+ k k . . . 2c+ k... . . . . . . . . . c+ k(n� 1)c+ k � � � 2c+ k c+ k k
������������� :We can simplify this signi�cantly by performing the operations rowk = rowk � rowk+1 for k = 1; : : : ; n� 1,and get jAj = ����������� �c c c � � � c�c �c c � � � c... . . . . . . . . . ...�c � � � �c �c c(n� 1)c+ k � � � 2c+ k c+ k k

����������� :It remains to add the �rst column to all the other columns to obtain a triangular determinantjAj = ����������� �c 0 0 � � � 0�c �2c 0 � � � 0... ... . . . . . . ...�c �2c � � � �2c 0(n� 1)c+ k (2n� 3)c+ 2k nc+ 2k (n� 1)c+ 2k
����������� :



5.3. ZERO�AXIAL SKEW DETERMINANTS 95Hence we receive the formula jAj = (�1)n�1c(2c)n�2((n� 1)c+ 2k): (5.7)Similar proceeding, using column operations, establishes that the determinant vanishes if aij = c � (i+ j)+d.ExampleConsider the axisymmetric determinant jAj of order n generated by aij = j � i+ 1:jAj = �������������
1 2 3 � � � n2 1 . . . . . . ...3 . . . . . . . . . 3... . . . . . . 1 2n � � � 3 2 1

������������� :Using (5.7), we may establish the following identityjAj = (�1)n�1(n+ 1) � 2n�2:While we cannot derive a formula for the case aij = c � (j� i)+d with a maindiagonal di�erent from d, it canbe shown that the case aij = c � (i+ j) + d with a nonzero main diagonal can be reduced to a oriented �fat�R�form determinant: Consider the determinant of the axisymmetric matrix A of dimension n with aii = kiand aij = c � (i+ j) + d otherwise. Performing the row operations as above, we get������������ �3c� d+ k1 3c+ d� k2 �c � � � �c�c �5c� d+ k2 5c+ d� k3 . . . ...... . . . . . . . . . �c�c � � � �c �(2n� 1)c� d+ kn�1 (2n� 1)c+ d� kn(n+ 1)c+ d � � � (2n� 2)c+ d (2n� 1)c+ d kn
������������ :Subtracting the �rst column from all the other columns, we are left with a oriented fat R�form determinant��������������

�3c� d+ k1 6c+ 2d� k1 � k2 2c+ d� k1 2c+ d� k1 � � � 2c+ d� k1�c �4c� d+ k2 6c+ d� k3 0 � � � 0�c 0 �6c� d+ k3 . . . . . . ...... ... . . . . . . 2(n� 1)c+ d� kn�1 0�c 0 � � � 0 �2(n� 1)c� d+ kn�1 2nc+ d� kn(n+ 1)c+ d c � � � (n� 3)c (n� 2)c �(n+ 1)c� d+ kn
�������������� :We omit the resulting involved formula that is even too complicated to be handled by Maple using thecorresponding implemented Maple package function.In the following section we will discuss how to obtain formulas for skewsymmetric determinants of this type.5.3 Zero�axial skew determinantsNow we take a look at a special case of axisymmetric determinants and show its connection to matchingtheory.



96 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESDe�nition 22 A matrix A is called zero�axial skew matrix if aij = �aji and aii = 0. Its correspondingdeterminant is called zero-axial skew determinant.Example A = 0BB@ 0 a12 a13 a14�a21 0 a23 a24�a31 �a32 0 a34�a41 �a42 �a43 0 1CCA :A is a zero-axial skew matrix.Let us begin with a few simple observations concerning zero�axial skew determinants.ObservationA zero�axial skew determinant of odd order vanishes.If we change the signs of all elements, e.g. by multiplying each column with -1, the determinant of a zero�axialskew matrix does not change since transposing the matrix would yield the same. However, a determinant ofodd order is changed in sign and therefore has to be zero.What happens for even orders? We present an old result taken from [Met60].Theorem 23 A zero�axial skew determinant of even order is the square of a rational function in its ele-ments.Proof.For any zero�axial skew determinant jAj of order n we havejArrj � jAssj � jArsj � jAsr j = jAj � jArs;rs:j (5.8)according to [Met60] (page 393).If n is even then jArrj = jAssj = 0 for all r; s because of the last observation and the fact that all coaxialminors of a zero�axial skew determinant are zero-axial skew again. Moreover, jArsj = �jAsrj . Therefore(5.8) simpli�es to jArsj2 = jAj � jArs;rsj or jAj = jArsj2jArs;rsj : (5.9)We may use (5.9) for an inductive argument to prove the theorem, for it shows that the theorem is true forjAj of even order n if it is true for jArs;rsj of even order n� 2. Since the theorem is obviously true for n = 2,it must also hold in general.Looking at the coaxial minors of order two of jAj2n we see that their product a212a234 � � � a22n�1;2n is a termof the determinant and that therefore one square root of jAj contains the term +a12a34 � � � a2n�1;2n and theother �a12a34 � � � a2n�1;2n. This leads us to the following important de�nition.



5.3. ZERO�AXIAL SKEW DETERMINANTS 97De�nition 23 The square root of a zero�axial skew determinant jAj = j(aij)j of order 2n which contains asa positive term a12a34 � � � a2n�1;2n is called a Pfa�an function of the elements lying on the upper side of thezero main diagonal and will be denoted as Pf(A).Hence we can restate the previous theorem as jAj = Pf(A)2 (5.10)for zero�axial skew matrices A of even order.Pfa�an functions can be de�ned in many ways, we will use another (see [Knu96]) to illustrate the connectionof Pfa�ans to perfect matchings:For each possible partition P = ffi1; j1g ; : : : ; fin; jngg of the set f1; : : : ; 2ng into ordered pairs, form theexpression aP = sgn� 1 2 � � � 2n� 1 2ni1 j1 � � � in jn � ai1j1 � � � ainjn ;where � 1 2 � � � 2n� 1 2ni1 j1 � � � in jn �is a permutation of the elements 1; 2; : : : ; 2n � 1; 2n and sgn denotes the sign of this permutation. Analternative de�nition of the Pfa�an of a matrix A isPf(A) =XP aP : (5.11)We now state some fundamental results following [LP86] relating the Pfa�an to perfect matchings in agraph.Recall that a matching in a graph G = (V;E) is a set of edges that have no vertices in common. A matchingis perfect if it covers all of V (G). A simple theorem tells us that a bipartite graph G has a perfect matchingif and only if the determinant jM(x)j is not identically zero for M(x) = (mij) andmij = � xe; if e = (vi; vj);0; if vi; vj non-adjacent:.Surprisingly, the use of determinants can be extended to non-bipartite graphs. Consider a graph G withV (G) = fv1; : : : ; vkg. To each edge e we assign a variable xe and de�ne the matrix A(x) as follows:A(x) = (aij)k�kwhere aij = 8<: xe; if e = (vi; vj);�xe; if e = (vj ; vi);0; if vi and vj non-adjacent:The following result is due to Tutte (1947).



98 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESTheorem 24 Let G be any graph and let A(x) be de�ned as above. Then graph G has a perfect matching ifand only if the determinant jA(x)j is not identically zero.Proof.If k is odd then G has no matching, of course, and moreover, jAj = 0 since the determinant of a zero�axialskew matrix of odd dimension vanishes. Thus the theorem is true for graphs with an odd number of nodes.So assume that k = jV (G)j = 2n.Now each nonzero term aP in the de�ning identity (5.11) of Pf(A(x)) corresponds to a perfect matching ofG and vice versa. Furthermore, di�erent perfect matchings of G correspond to terms consisting of di�erentvariables. Hence Pf(A(x)) � 0 if and only if G has no perfect matching. Using the result (5.10), the theoremfollows.Finally, let us point out that the existence criterion given in the theorem can be used to obtain a probabilisticalgorithm for �nding a perfect matching in a graph and that it is even possible to use Pfa�ans to count thenumber of di�erent perfect matchings (for details see [LP86]) . Other applications of Pfa�ans include planepartitions and problems in di�erential geometry.After this short excursion, let us turn back to zero�axial skew determinants. A more constructive de�nitionof the Pfa�an of a zero�axial skew matrix A of order n would be the recursion:Pfn(A) = nXk=2(�1)ka1k � Pfn�2(jA11;kk j) (5.12)for even n and the base case Pf0() = 1 which can be viewed as �minor expansion� for Pfa�ans. See [DW95]for a proof.It is interesting to note that Pfa�ans are more fundamental than matrices:Theorem 25 Any determinant may be expressed as a Pfa�an of the same order.Proof.Consider the the determinant � of order 2n:� = ��������������
12 (a11 � a11) � � � 12 (a1n + an1) 12 (a1n + an1) � � � 12 (a11 + a11)... ... ... ...12 (an1 � a1n) � � � 12 (ann � ann) 12 (ann + ann) � � � 12 (an1 + a1n)� 12 (an1 + a1n) � � � � 12 (ann + ann) � 12 (ann � ann) � � � � 12 (an1 � a1n)... ... ... ...� 12 (a11 + a11) � � � � 12 (a1n + an1) � 12 (a1n � an1) � � � � 12 (a11 � a11)

�������������� ;which is zero�axial and skew centrosymmetric. Performing the elementary operations rowk = rowk +rown�k+1 and coln�k = coln�k + coll for k = 1; : : : ; n, we may reduce � to the product of two n � ndeterminants. A little thought establishes that we now have � = jAj2 with A = (aij)n�n. Hence jAj =�1=2 = Pf(�). Since jAj is an arbitrary determinant, the theorem follows.So far, we examined only zero�axial skew determinants. Sometimes, skew (axi)symmetric determinantsare de�ned to have a possibly nonzero main diagonal. What happens to general skew determinants, i.e.determinants that di�er from the zero�axial skew determinants only in a nonzero main diagonal ? It isinteresting to see that we may express a skew determinant in terms of the main diagonal elements andzero�axial skew determinants.



5.3. ZERO�AXIAL SKEW DETERMINANTS 99Theorem 26 Let jM j be a skew determinant of order n,jM j = ���������� x1 a12 � � � a1n�a12 . . . . . . ...... . . . . . . an�1;n�a1n � � � �an�1;n xn ���������� ;and jAj the zero�axial skew determinant obtained from jM j,jAj = ���������� 0 a12 � � � a1n�a12 . . . . . . ...... . . . . . . an�1;n�a1n � � � �an�1;n 0 ���������� :If n is even, we havejM j = jAj+ X1�i1<i2�nxi1xi2 jAi1i2;i1i2 j + X1�i1<i2<i3<i4�nxi1xi2xi3xi4 jAi1i2i3i4;i1;i2;i3;i4 j+ � � �+Xxi1 � � �xin�2 jAi1���in�2;i1���in�2 j + x1 � � �xn:If n is odd, we havejM j = X1�i1�nxi1 jAi1;i1 j + X1�i1<i2<i3�nxi1xi2xi3 jAi1i2i3;i1i2i3 j+ � � �+ X1�i1���in�2�nxi1 � � �xin�2 jAi1���in�2;i1���in�2 j+ x1 � � �xn:Proof.We expand the skew determinant by Cayley's theorem (see pages 107�. in [Met60]) and observe that theterms having an odd number of diagonal elements vanish.Note that, if x1 = � � � = xn = x , we have a power series in x with the squares of Pfa�ans as coe�cients.This completes our presentation of general zero�axial skew determinants. Further results can be found in[Met60] and a brief history of Pfa�ans is contained in a paper by Knuth [Knu96].Now we want to turn to special cases of skewsymmetric determinants. Recall the special matrix classes ofthe previous section. We will try to obtain similar results for the skewsymmetric case.Consider a skewsymmetric matrix of the form aij = g = �aji with maindiagonal aii = fi:jAj = ���������� fi g � � � g�g . . . . . . ...... . . . . . . g�g � � � �g fn ���������� :



100 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESPerforming the row operations rowk = rowk�rowk�1 for k = n; : : : ; 2, this reduces to a 7�form determinant:jAj = ������������ f1 g g � � � g�f1 � g f2 � g 0 � � � 00 �f2 � g . . . . . . ...... . . . . . . fn�1 � g 00 � � � 0 �fn�1 � g fn � g
������������ ;whose formula can be obtained using results from the second chapter. Since the resulting formula is somewhatinvolved, we omit it and point out the possibility to derive it with the corresponding Maple package functionForm7.Recurrence relations similar to the previous section for the case aii = fi and aij = gi = �aji or aij = gj =�aji can be obtained using the same techniques.In closing, we consider a skewsymmetric matrix of the form aij = c � (i� j) + d = �aji. Applying the sametechnique of the previous section, subtracting subsequent rows rowk = rowk � rowk+1 , we obtainjAj = ������������ 2d� c �c � � � �c �c�c 2d� c . . . ... ...... . . . . . . �c �c�c � � � �c 2d� c �c(n� 1)c� d � � � 2c� d c� d d
������������ ;which simpli�es to 3�oriented arrow form after adding the last column to all the other columns:jAj = ������������ 2d 0 � � � 0 �c0 2d . . . ... ...... . . . . . . 0 �c0 � � � 0 2d �c(n� 1)c� 2d � � � 2c� 2d c� 2d d
������������ :Using the arrow form formula from the second chapter, we receivejAj = (2d)n�1 "d� (n� 1)c+ n�1Xl=1 c22d (n� l)# : (5.13)Let us turn to the case of aij = c � (i+ j) + d = �aji. After performing our standard trick, we getjAj = ����������� 5c+ 2d �c �c � � � �cc 9c+ 2d �c � � � �c... . . . . . . . . . ...c � � � c (4(n� 1) + 1)c+ 2d �c�(n+ 1)c� d � � � �(2(n� 1)� 1)c� d �2(n� 1)c� d 2nc+ d

����������� ;repeating the row operations rowk = rowk � rowk+1 for k = 1; : : : ; n� 2, we are left with



5.4. PERSYMMETRIC DETERMINANTS 101�������������
4c+ 2d �10c� 2d 0 0 � � � 00 8c+ 2d �14c� 2d 0 � � � 0... . . . . . . . . . . . . ...0 � � � 0 4(n� 2)c+ 2d �(4(n� 1) + 2)c� 2d 0c � � � c c (4(n� 1) + 1)c+ 2d �c�(n+ 1)c� d � � � �(2n� 3)c� d �(2n� 2)c� d �(2n� 1)c� d 2nc+ d

������������� ;that can be transformed into a fat N�form determinant (swapping the n � 1st row up to the top) whoseformula can be obtained using the results of the second chapter. Since the resulting formula looks rathernasty, we omit it and point out the possibility to obtain it using the corresponding Maple package functionNform.It remains to note that having a di�erent maindiagonal prevents us from successfully applying these tech-niques.5.4 Persymmetric DeterminantsLet us have a look at yet another type of symmetry.De�nition 24 A n � n matrix A is called persymmetric if it is symmetric with respect to its northeastsouthwest diagonal, i.e. aij = an�j+1;n�i+1 for all i and j.This is equivalent to requiring A = EATE withE = ��������� 0 � � � 0 1... � � 00 � � � � �1 0 � � � 0 ��������� :The determinant jAj of a persymmetric matrix is called persymmetric determinant.Note that persymmetry di�ers from the previously discussed axisymmetry only in that we now have symmetrywith respect to the counter main diagonal instead of the main diagonal.There are several matrix classes that belong to the class of persymmetric matrices. We will discuss two ofthem in the following: The Toeplitz matrices and the Circulants.5.4.1 Toeplitz MatricesMatrices whose entries are constant along each diagonal arise in many applications (e.g. di�erential equa-tions) and are called Toeplitz matrices. We give a formal de�nition.De�nition 25 A n�n matrix A is called Toeplitz matrix if there are constant diagonal generating functionsd�(n�1); : : : ; d0; : : : ; dn�1such that aij = dj�i for all i and j.



102 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESObviously, Toeplitz matrices are persymmetric. Toeplitz matrices and Toeplitz systems have been investi-gated rather deeply . There is a variety of fast algorithms to solve Toeplitz systems, the special structure ofToeplitz matrices enables us to obtain a running time of O(n2) to solve linear Toeplitz systems (see [GvL96]).Since we are interested in general determinant formulas it is necessary to restrict us to special forms ofToeplitz matrices.At �rst, we will investigate a matrix class that consists of only two distinct elements. All diagonals aregenerated using either one of them.De�nition 26 A matrix M of order n is called a two element diagonal matrix if all of its diagonals aregenerated by two distinct elements a and b. If the �a� diagonals are at position p1; p2; : : : ; pk and the �b�diagonals at the remaining positions, we will write Mn(a; b; [p1; p2; : : : ; pk]):Example
M6(a; b; [�1; 0; 2]) = 0BBBBBB@ a b a b b ba a b a b bb a a b a bb b a a b ab b b a a bb b b b a a

1CCCCCCA :
How does the determinant of two element diagonal matrices look like? Since the matrix is dense, minorexpansion does not look like a good idea, especially, since we only have two distinct elements. Elementaryrow and column operations seem to be more in place here.First, we will look at the special case that we have a a band without holes between the main diagonal anda diagonal at position k � 0. We will proceed as follows:Starting with

jMn(a; b; [0; 1; : : : ; k])j = ����������������
a � � � a b � � � bb . . . . . . . . . ...... . . . . . . . . . b... . . . . . . a... . . . . . . ...b � � � � � � � � � b a

����������������1. Subtract column n from column n� l for l = 1; : : : ; n� 1 and get���������������������
a� b a� b � � � a� b a� b 0 � � � 0 b0 . . . ... ... . . . . . . ... ...... . . . . . . ... ... . . . . . . 0 b0 � � � 0 a� b a� b � � � a� b a� b b�a+ b � � � �a+ b �a+ b 0 0 � � � 0 a�a+ b � � � �a+ b �a+ b �a+ b 0 � � � 0 a... ... ... ... . . . . . . ... ...�a+ b � � � �a+ b �a+ b �a+ b � � � �a+ b 0 a�a+ b � � � �a+ b �a+ b �a+ b � � � �a+ b �a+ b a

��������������������� (5.14)



5.4. PERSYMMETRIC DETERMINANTS 1032. We now subtract row n from row n� l for l = 1; : : : ; k � 1 and get�������������������
a� b a� b � � � a� b 0 � � � 0 b0 a� b a� b � � � a� b . . . ... b... . . . . . . . . . . . . 0 ...0 � � � 0 a� b a� b � � � a� b b0 � � � 0 0 a� b � � � a� b 0... ... ... . . . . . . ... ...0 � � � 0 0 � � � 0 a� b 0�a+ b � � � �a+ b �a+ b � � � �a+ b �a+ b a

������������������� :3. Now, we are left with an upper triangular determinant with a nonzero last row that we want to getrid of in the following. Adding row 1 to row n, the �rst k elements of row n become zero while thelast element becomes a+ b. Successively adding row k + 1; 2k + 1; : : : ; �n�1k � k + 1 to the last row, itis possible to eliminate the �rst �n�1k � k elements of the last row while the last element sums up toa+ �n�1k � b and we are left with�������������������
a� b a� b � � � a� b 0 � � � 0 b0 a� b a� b � � � a� b . . . ... ...... . . . . . . . . . . . . 0 b0 � � � 0 a� b a� b � � � a� b b0 � � � 0 0 a� b � � � a� b 0... ... ... . . . . . . ... ...0 � � � 0 0 � � � 0 a� b 00 � � � 0 0 � � � �a+ b �a+ b a+ �n�1k � b

������������������� :4. The remaining nonzero elements of the last row (apart from the last element) can be eliminated byadding row n � l where n � k � l � n� 1 (precisely we have to add row n � (n � 1) mod k if therestill are nonzero elements beside the last element of row n). This does not a�ect the last element ofrow n, hence we obtained an upper triangular determinant. Since we used only elementary row andcolumn operations, we obtain the formula by multiplying the main diagonal elements and receivejMn(a; b; [0; 1; : : : ; k])j = (a� b)n�1(a+ �n� 1k � b): (5.15)We imposed the restriction that the a band has to start at position 0 (i.e. starting with the main diagonal).Clearly, jMn(a; b; [q; : : : ; p])j = 0 for 2 � q � p, since we obtain a zero column applying the same process asabove. A little thought establishes the formulajMn(a; b; [1; : : : ; k])j = (�1)n+1(a� b)n�1b:for arbitrary k and the a band starting at the �rst upper side diagonal.What about jMn(a; b; [�q; : : : ; p])j ?



104 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESAssume w.l.o.g. that q � p. Performing step 1. we get�����������������������
a� b � � � a� b 0 � � � � � � � � � 0 b... . . . . . . . . . ... ...a� b . . . . . . . . . ... ...0 . . . . . . . . . . . . ... ...... . . . . . . . . . . . . 0 ...0 � � � 0 a� b � � � a� b � � � a� b b�a+ b � � � 0 � � � � � � � � � � � � 0 a... . . . . . . ... ...�a+ b � � � �a+ b 0 � � � � � � 0 a

�����������������������
:

Comparing this with (5.14), we observe that we would have something similar if we could transform the �rstq rows appropriately and swap them down to the bottom of the matrix.We attempt to transform the �rst q rows from (a � b; : : : ; a � b; 0; : : : ; 0; b) to (0; : : : ; 0;�a + b; : : : ;�a +b; 0; : : : ; 0). To achieve this, we subtract row q + 1 from row 1, then add row (p+ q + 1) + 1, then subtractrow (2q+ p+1)+1 and add row 2(q+ p+1)+1, and so on until we �nally subtract row n� p� 1 to get thedesired form. The other rows are treated similarly: Row l is transformed by successively subtracting rowq + 1 and adding row (p+ q + 1) + l, subtracting row (2q + p+ 1) + 1 and adding row (2q + p+ 1) + l untilwe subtracted row n� p� 1.After this transformation, we have��������������������������
0 � � � � � � 0 �a+ b � � � �a+ b 0 � � � 0... ... . . . . . . ... ... ...0 � � � � � � 0 � � � 0 �a+ b 0 � � � 0a� b � � � � � � � � � � � � a� b 0 � � � 0 b0 . . . . . . . . . ... ...... . . . . . . . . . 0 b0 � � � 0 a� b � � � � � � � � � � � � a� b b�a+ b � � � � � � �a+ b 0 � � � 0 � � � 0 a... . . . . . . ... ... ...�a+ b � � � � � � �a+ b � � � �a+ b 0 � � � 0 a

��������������������������
:

We observe that for n = k � (p + q + 1) + 1, there is only one zero after the �a + b triangular block in the�rst q rows. The number of right end zeroes increases by one with ascending n until a maximum of p+ q+2for n = (k + 1) � (p + q + 1) (afterwards it drops to one again). This means that the position of the lastoccurrence of �a+ b in the �rst row coincides with the position of the last occurrence of �a+ b in row n� pfor n = k(p + q + 1) and that the position of the �rst �a+ b occurrence in the �rst row coincides with the�rst zero occurrence in the last row for n = k(p + q + 1) + 1. For all other n it is possible to subtract twosuccessive rows of the �rst q rows from two successive rows of the p last rows, making the resulting rowsidentical and hence detecting the singularity of the matrix for those values of n.Let us now focus on the two remaining cases:Assume that n = k � (p+ q+1)+1 and notice that in this case, the �a+ b triangular block of the �rst q rowsis located exactly above the zero gap in the last p rows. Thus, we add the last row to all of the �rst q rows.After swapping row q � l down to the bottom for l = 0; : : : ; q � 1 using nq � q(q+1)2 row exchanges, we get



5.4. PERSYMMETRIC DETERMINANTS 105���������������������������
a� b � � � � � � � � � � � � � � � a� b 0 � � � 0 b0 . . . . . . . . . ... ...... . . . . . . . . . 0 b0 � � � 0 a� b � � � � � � � � � � � � � � � a� b b�a+ b � � � � � � �a+ b 0 � � � 0 � � � 0 0 a... ... . . . . . . ... ... ... ...�a+ b � � � � � � �a+ b � � � �a+ b 0 � � � 0 0 a�a+ b � � � � � � �a+ b � � � �a+ b 0 � � � 0 �a+ b a... ... ... ... � � ... ...... ... ... 0 � ... ...�a+ b � � � � � � �a+ b � � � �a+ b �a+ b � � � � � � �a+ b a

���������������������������
:

Now it remains to get the triangular block in the bottom right corner into desired form. Therefore we swapcolumn n� 1 through to column n� q, then the new column n� 1 through to column n� q + 1 and so on,using q(q�1)2 column exchanges. (We could achieve the same result with pairwise swapping and � q2� columnexchanges but we prefer the previous method since sign factors cancel out). Finally, this yields���������������������������
a� b � � � � � � a� b � � � a� b 0 � � � 0 a� b b0 . . . ... ... ... � � ... ...... . . . . . . ... ... 0 � ... ...0 � � � 0 a� b � � � a� b a� b � � � � � � a� b b�a+ b � � � � � � �a+ b 0 � � � 0 � � � � � � 0 a... ... . . . . . . ... ... ...�a+ b � � � � � � �a+ b � � � �a+ b 0 � � � � � � 0 a�a+ b � � � � � � �a+ b � � � �a+ b �a+ b 0 � � � 0 a... ... ... ... . . . . . . ... ...... ... ... ... . . . 0 a�a+ b � � � � � � �a+ b � � � �a+ b �a+ b � � � � � � �a+ b a

���������������������������
; (5.16)

which is almost like (5.14) (after performing step 1. on Mn(a; b; [0; : : : ; p+ q+1]). Observe that performingsteps 2. - 4. on (5.16) indeed yields the same triangular determinant. Hence we get the formulajMn(a; b; [�q; : : : ; p])j = (�1)(n�1)q(a� b)n�1(a+ kb): (5.17)for n = k � (p+ q + 1) + 1.Now we discuss the second case: Assume that n = k � (p + q + 1). Since there is a gap of p + q zeroesbetween the column position of the last �a+ b occurrence of the upper q� n block and the last column, wesuccessively add row n� p� l to row l for l = 1; : : : ; q and get



106 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICES�������������������������������������������������

0 � � � � � � � � � � � � � � � � � � 0 � � � 0 a� b � � � a� b a� b 0 � � � 0 b... ... ... ... ... ... . . . . . . ... ...... ... ... ... ... ... . . . 0 b0 � � � � � � � � � � � � � � � � � � 0 � � � 0 a� b � � � a� b a� b � � � � � � a� b ba� b � � � � � � � � � � � � � � � � � � a� b 0 � � � � � � � � � � � � � � � � � � � � � 0 b0 . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . 0 b0 � � � � � � � � � � � � � � � � � � � � � 0 a� b a� b bb� a � � � � � � � � � � � � � � � � � � � � � b� a b� a 0 � � � � � � 0 � � � � � � 0 a... ... . . . . . . ... ... ...... ... . . . . . . ... ... ...b� a � � � � � � � � � � � � � � � � � � � � � b� a b� a � � � � � � b� a 0 � � � � � � 0 a

�������������������������������������������������
:

Then we add row n� q to the the negative of row l for l = 1; : : : ; q, introducing a signfactor (�1)q and get�������������������������������������������

�a+ b � � � � � � � � � � � � � � � � � � � � � � � � � � � �a+ b �a+ b 0 � � � 0 a� b... ... ... . . . . . . ... ...... ... ... . . . 0 ...�a+ b � � � � � � � � � � � � � � � � � � � � � � � � � � � �a+ b �a+ b � � � � � � �a+ b a� ba� b � � � � � � � � � � � � � � � � � � a� b 0 � � � � � � � � � � � � � � � 0 b0 . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . . . . ... ...... . . . . . . . . . 0 b0 � � � � � � � � � � � � � � � 0 a� b � � � � � � � � � � � � � � � � � � a� b b�a+ b � � � � � � � � � � � � � � � � � � �a+ b 0 � � � 0 0 � � � � � � 0 a... ... . . . . . . ... ... ... ...... ... . . . 0 ... ... ...�a+ b � � � � � � � � � � � � � � � � � � �a+ b � � � � � � �a+ b 0 � � � � � � 0 a

�������������������������������������������
:

Next, we swap row l down to the bottom for l = 1; : : : ; q using (n � 1)q row exchanges. This resembles(5.14) forMn(a; b; [0; : : : ; p+ q+1) apart from entries a� b instead of a in the last q rows. After performingstep 2. we just di�er in the last element of the last p+ q rows where we have a� b instead of a in the last



5.4. PERSYMMETRIC DETERMINANTS 107row and �b instead of 0 in the others. Since n = k(p+ q + 1) we have to perform step 4. after step 3. andget the product of the main diagonal elementsjMn(a; b; [�q; : : : ; p])j = (a� b)n�1(a+ � n� 1p+ q + 1� b):Since n = k � (p+ q + 1) and taking the sign factor into account, we end up with the determinant formulajMn(a; b; [�q; : : : ; p])j = (�1)nq(a� b)n�1(a+ (k � 1)b):Recalling that transposing the matrix would remove the restriction q � p, we have the following theorem.Theorem 27 Let Mn(a; b; [�q; : : : ; p]) be a two element diagonal matrix of order n with q; p 2 IN. Thedeterminant formula isjMn(a; b; [�q; : : : ; p])j = 8<: (�1)(n�1)q(a� b)n�1(a+ kb); if n = k(p+ q + 1) + 1(�1)nq(a� b)n�1(a+ (k � 1)b); if n = k(p+ q + 1)0; otherwise:Closing, we will brie�y elaborate on the question: How does the determinant change if we consider a bandswith �holes�, i.e. what happens to the general problem jMn(a; b; [p1; : : : ; pk)j with p1 � � � � � pk?We will investigate the case that p1 = 0. (Obviously jM j = 0 for p1 > 1 and jM j = (�1)(n+1)(a� b)n�1b fork1 = 1).After performing step 1. we receive something like��������������������
a� b 0 a� b 0 a� b 0 � � � 0 b0 . . . . . . . . . . . . . . . . . . ... ...... . . . . . . . . . . . . . . . . . . 0 ...0 � � � 0 a� b 0 a� b 0 a� b b�a+ b � � � �a+ b �a+ b 0 �a+ b 0 �a+ b a0 � � � 0 0 0 a� b 0 a� b b�a+ b � � � �a+ b �a+ b �a+ b �a+ b 0 �a+ b a0 � � � 0 0 0 0 0 a� b b�a+ b � � � �a+ b �a+ b �a+ b �a+ b �a+ b �a+ b a

�������������������� :It is possible to transform this into triangular form with a nonzero last row by subtracting the last row fromrow n� pl for l = 2; : : : ; k which leaves us with something like��������������������
a� b 0 a� b 0 a� b 0 � � � 0 b0 . . . . . . . . . . . . . . . . . . ... ...... . . . . . . . . . . . . . . . . . . 0 ...0 � � � 0 a� b 0 a� b 0 a� b b0 � � � 0 0 a� b 0 a� b 0 00 � � � 0 0 0 a� b 0 a� b b0 � � � 0 0 0 0 a� b 0 00 � � � 0 0 0 0 0 a� b b�a+ b � � � �a+ b �a+ b �a+ b �a+ b �a+ b �a+ b a

�������������������� :Unfortunately it is not possible to simply apply step 3. and 4. because of the holes. Thus, we try totransform the matrix into arrow form by subtracting row n� 1 from row n� 1� pl , for l = 2; : : : ; k, thenrow n� 2 from row n� 2� pl for l = 2; : : : ; k and so on until we reached arrow form. Now, since the �rst



108 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESn � 1 elements of the main diagonal are a � b and the �rst n � 1 elements of the last row are �a + b, wesimply have to add row l to row n for l = 1; : : : ; n� 1 to reach triangular form. However, in general it is notpossible to �nd a de�ning formula for the resulting last element of the last row and hence the determinant.After investigating determinant formulas of two element Toeplitz matrices we will show how a special classof Toeplitz matrices can be transformed into frame form which means that its determinant formulas can bedetermined using the theorems of the second chapter.Consider determinants of Toeplitz matrices of the form A(n; [y; b; : : : ; b; a; c; b; : : : ; bz]):
jAj = ����������������

a c b � � � b zb . . . . . . . . . b... . . . . . . . . . . . . ...... . . . . . . . . . bb . . . . . . cy b � � � � � � b a
���������������� :Subtracting the �rst column from all remaining columns it is possible to transform the Toeplitz determinantinto fat R�form jAj = ��������������

a c� a b� a � � � b� a z � ab a� b c� b 0 � � � 0b 0 . . . . . . . . . ...... ... . . . . . . . . . 0b 0 � � � 0 a� b c� by b� y � � � b� y b� y a� y
�������������� ;thus we get a determinant formula using results from the second chapter. We omit the resulting formulasince it is quite involved and point out the possibility to obtain it using the corresponding package functionRform.Closing we will show how it is possible to compute determinant formulas for a certain class of Toeplitzmatrices reducing them to simple Hessenberg matrices. Consider determinants of Toeplitz matrices of theform A(n; [b; : : : ; b; a; c; : : : ; c; u1; u2; : : : ; up]) with integer p.

jAj =
����������������������
a c � � � c u1 � � � up�1 upb . . . . . . . . . . . . up�1... . . . . . . . . . . . . . . . ...... . . . . . . . . . . . . u1... . . . . . . . . . c... . . . . . . . . . ...... . . . . . . cb � � � � � � � � � � � � � � � b a

����������������������Performing the operations colk = colk � colk+1 for k = 1; : : : ; n� 1 we may reduce jAj to
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jAj =

�����������������������������

a� c 0 � � � 0 c� u1 u1 � u2 � � � up�2 � up�1 up�1 � up upb� a . . . . . . . . . . . . . . . up�2 � up�1 up�10 . . . . . . . . . . . . . . . . . . ... ...... . . . . . . . . . . . . . . . . . . u1 � u2 u2... . . . . . . . . . . . . . . . c� u1 u1... . . . . . . . . . . . . 0 c... . . . . . . . . . . . . ... ...... . . . . . . . . . 0 c... . . . . . . a� c c0 � � � � � � � � � � � � � � � � � � 0 b� a a

�����������������������������
;

which is a Hessenberg determinant. Expanding the last row like in the proof of (4.9) yieldsjAj = HB(n� 1; [b� a; a� c; 0; : : : ; 0; c� u1; u1 � u2; : : : ; up�1 � up]) (5.18)+ p�1Xl=1(�1)lc � (b� a)lHB(n� l � 1; [n� a; a� c; 0; : : : ; 0; c� u1; u1 � u2; : : : ; up�l�1 � up�l])+ n�pXl=p (�1)lc � (b� a)l(a� c)n�l�1 + nXl=n�p+1(�1)lun+p�l(b� a)l(a� c)n�l�1:Recall that in (4.10) we were able to derive a formula for the type of Hessenberg determinant arising in thiscomputation.Analogous proceeding for Toeplitz matrices of the form A(n; [b; : : : ; b; a; : : : ; a; c; : : : ; c; u1; : : : ; up]) that havean a band of �xed integer length q yields��������������������������������������

0 � � � 0 a� c 0 � � � 0 c� u1 u1 � u2 u2 � u3 � � � up�1 � up upb� a . . . . . . . . . . . . . . . . . . . . . . . . ... up�10 . . . . . . . . . . . . . . . . . . . . . . . . u2 � u3 ...... . . . . . . . . . . . . . . . . . . . . . . . . u1 � u2 u2... . . . . . . . . . . . . . . . . . . . . . c� u1 u1... . . . . . . . . . . . . . . . . . . 0 c... . . . . . . . . . . . . . . . . . . ... ...... . . . . . . . . . . . . . . . 0 c... . . . . . . . . . . . . a� c c... . . . . . . . . . 0 a... . . . . . . . . . ... ...... . . . . . . 0 a0 � � � � � � � � � � � � � � � � � � � � � � � � � � � 0 b� a a

��������������������������������������
:

Expanding the last row like in the proof of (4.9) again and assuming q = p for simplicity, we receive



110 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESjAj = q�1Xl=0(�1)la � (b� a)lHB(n� l� 1; [b� a; 0; : : : ; 0; a� c; 0; : : : 0; c� u1; u1 � u2; : : : ; up�l�1 � up�l])+ n�pXl=q (�1)lc(b� a)lHB(n� l � 1; [b� a; 0; : : : ; 0; a� c; 0; : : : ; 0])+ nXl=n�p+1(�1)lun+p�l(b� a)lHB(n� l � 1; b� a; 0; : : : ; 0]):Note that we found a formula for the type of the occurring Hessenberg determinants in (4.12) and (4.15).However, the formula involved two cases depending on the determinant order. This distinction of two casesleads to a q +1 case distinction for jAj. Note that the Hessenberg determinants in the second and the thirdsum are either zero or have a nice closed form.The case q 6= p is more clumsy but also results in a q + 1 case formula. We omit the details pointing outthat the implemented Maple function ToeplitzDet also deals with this case.5.4.2 CirculantsWe discuss another special form of persymmetric determinants following [Met60].De�nition 27 A n � n matrix A is called a circular matrix if any row is a �rightshifted� version of itspreceding row. We will refer to the determinant of a circular matrix as circulant. If the �rst row of C isa1; : : : ; an we will denote the circulant as C(a1; : : : ; an).Example
C(a1; : : : ; an) = ���������������

a1 a2 . . . an�1 anan a1 a2 . . . an�1. . . . . . . . . . . . . . .a3 . . . . . . . . . a2a2 a3 . . . an a1
��������������� :A circulant is evidently a special case of a Toeplitz determinant (with diagonal generating functions a2; : : : ; an;a1; : : : ; an) and therefore persymmetric.It is frequently more convenient to de�ne a circulant as a determinant such that any row is the �leftshifted�version of its predecessor. We will denote such circulants as C 0(a1; : : : ; an). By transposition of the rows itappears that C 0(a1; : : : ; an) = (�1)(n�1)(n�2)=2C(a1; : : : ; an): (5.19)We will now present a fundamental theorem concerning circulants.



5.4. PERSYMMETRIC DETERMINANTS 111Theorem 28 Consider the circulant C(a1; : : : ; an). The following formula holdsC(a1; : : : ; an) = nYk=1(a1 + �ka2 + �2ka3 + � � �+ �n�1k an); (5.20)where �k = exp(2�i � k=n)is a complex nth root of unity.Proof.Let �k = exp(2�i � k=n) and � be the following alternant� = ��������� 1 1 � � � 1�1 �2 � � � �n... ... ...�n�11 �n�12 � � � �n�1n ��������� :Multiplying C = C(a1; : : : ; an) from the right with � we getC �� = ��������� a1 + a2�1 + � � �+ an�n�11 a1 + a2�2 + � � �+ an�n�12 � � � a1 + a2�n + � � �+ an�n�1na2 + a3�1 + � � �+ a1�n�11 a2 + a3�2 + � � �+ a1�n�12 � � � a2 + a3�n + � � �+ a1�n�1n... ... ...an + a1�1 + � � �+ an�1�n�11 an + a1�2 + � � �+ an�1�n�12 � � � an + a1�n + � � �+ an�1�n�1n ��������� :Since �pk = �p mod nk and ��pk = �n�p mod nk for positive p, and using �k to represent a1 + a2�k + � � �+ �n�1kthis simpli�es to C �� = ��������� �1 �2 � � � �n�1�1 �2�2 � � � �n�n... ... ...�1�n�11 �2�n�12 � � � �n�n�1n ��������� = �1�2 � � � �n ��and the theorem follows.It may be observed that every circulant contains a1 + a2 + � � � + an as a factor and that circulants of evenorder also contain the factor a1 � a2 + a3 � � � �+ an�1 � an.Following we will take a look at several special circulants and show how we can obtain their speci�c formulas.Corollary 16 Consider the circulant C(a; : : : ; a; b; : : : ; b) of order n, where p is the number of a's and q isthe number of b's in a row (i.e. p+ q = n).The following formula holds.C(a; : : : ; a; b; : : : ; b) = � (pa+ qb)(a� b)n�1; gcd(p; q) = 10; otherwise: (5.21)



112 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESProof.Denoting C = C(a; : : : ; a; b; : : : ; b) and applying (5.20) we getC = nYk=1 a(1 + �k + � � �+ �p�1k ) + b(�pk + � � �+ �n�1k ): (5.22)Choosing k = n we obtain the factor pa+ qb. Since 1 + �k + � � �+ �n�1k = 0 we may rewrite (5.22) asC = (pa+ qb) n�1Yk=1(a� b)(1 + �k + � � �+ �p�1k ) = (pa+ qb)(a� b)n�1 n�1Yk=1(1 + �k + � � �+ �p�1k ):It remains to show that P :=Qn�1k=1 (1+ �k+ � � �+ �p�1k ) is 1 if gcd(p; q) = 1 and 0 otherwise. We may rewriteP as P = n�1Yk=1 �pk � 1�k � 1 :If gcd(p; q) = 1 then it follows that gcd(n; p) = 1 since n = p + q and thus �p1 is also a primitive root ofunity (we have �pk 6= 1 for k = 1; : : : ; n� 1). Hence, we get all distinct roots of unity subtracted by 1 in thenominator and the denominator, apart from a di�erent order; they cancel out and we are left with 1.If gcd(p; q) 6= 1 then gcd(n; p) 6= 1 which means that �pk = 1 for a k between 1 and n� 1. Hence the productbecomes zero.Note that the corollary extends to circulants of the form C(a; : : : ; a; b; : : : ; b; a; : : : ; a) since it is possible totransform them into C(a; : : : ; a; b; : : : ; b) if we are successively swapping the �rst row down to the bottom.Next, we will investigate circulants that are generated �vandermonde� like.Corollary 17 Consider circulants of the form C(1; x; x2; : : : ; xn�1), then we have the formulaC(1; x; x2; : : : ; xn�1) = (1� xn)n�1: (5.23)Proof.Perform the elementary column operations colk = colk�x � colk�1 for k = n; n�1; : : : ; 2 and observe that inevery step we subtract xn from the corresponding main diagonal position while reducing the other columnelements to zero.Obviously, this corollary allows the generalization to use q(x) �p(x)l(i)as generating functions instead of xi�1for polynomial functions q and p and a linear function l.We will close with another special circulant generated by the function f(i) = a+ (i� 1)d.Corollary 18 Consider the circulant C(a; a+ d; a+ 2d; : : : ; a+ (n� 1)d). The following formula holdsC(a; a+ d; a+ 2d; : : : ; a+ (n� 1)d) = (�1)n�1(dn)n�1(a+ (n� 1)d=2): (5.24)



5.5. IMPLEMENTATION 113Proof.Denote C = C(a; a+d; : : : ; a+(n�1)d). If we add all the rows to the �rst row, it appears that na+n(n�1)d=2is a factor. Removing this factor and performing the elementary column operations colk = colk � col1 fork = 2; : : : ; n we get
C = (na+ n(n� 1)d=2) ��������������

1 0 0 � � � 0 0a+ (n� 1)d �(n� 1)d �(n� 2)d � � � �2d �da+ (n� 2)d d �(n� 2)d � � � �2d �d... ... 2d . . . ... ...... ... ... . . . �2d �da+ 2d d 2d � � � (n� 2)d �d
�������������� :We observe that �d is a factor of all but the �rst column. Taking this out and expanding the �rst row, weare left with C = (na+ n(n� 1)d=2)(�d)n�1 ������������ n� 1 n� 2 � � � 2 1�1 n� 2 � � � 2 1... �2 . . . ... ...... ... . . . 2 1�1 �2 � � � �n� 2 1

������������n�1 :Performing the operations rowk = rowk � rowk+1 for k = 1; : : : ; n� 1, we see that the determinant on theright has the formula nn�2. The theorem follows.
5.5 ImplementationWe address implementation issues of the Maple package SYMMETRIC for the discussed symmetric deter-minants. Examples and further details can be found in the appendix or the on�line help pages.5.5.1 General considerationsDeterminant order The determinant order can be a positive integer or a symbolic expression of the formn+ d with integer d. However, in the centrosymmetric case we only allow integer orders.How do we specify the determinant ? Since symmetric determinants are still very general and wewere only able to �nd formulas for special cases, we only allow quite restrictive speci�cations in the case ofcentrosymmetric and axisymmetric determinants. The speci�cation of Toeplitz determinants and Circulantswhich have a more special structure can be more general. See the corresponding package functions for details.Checking the determinant formula The computed formulas can be checked for integer orders (default4) like in the preceding packages.



114 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICES5.5.2 The package functionsThe SYMMETRIC package consists of the following functions:AxisymmetricDet, AxisymmetricMatrix, CentrosymetricDet, CentrosymmetricMatrix,Circulant, CirculantMatrix, ToeplitzDet, ToeplitzMatrix.CentrosymmetricDet We omitted the derived formulas for symbolic order since they originated in non�centrosymmetric determinants. Thus, we only allow integer orders and a restrictive generating function a(i)and compute the determinant using the methods of the �rst section.CentrosymmetricMatrix This function returns the speci�ed centrosymmetric matrix of integer dimen-sion.AxisymmetricDet We only allow a function in i specifying the main diagonal and a function restF in iand j specifying the remaining elements. If restF is constant we determine the arrow form and return itsformula. If restF is only a function in i or in j we determine the transformation into continuant form andreturn the corresponding recurrence relation. It is not possible to obtain a formula for the most general case,except if aij = c(j � i) + d or aij = c(i+ j) + d (see (5.7)).If the optional directive skew is given, we compute the square of the corresponding Pfa�an according to(5.12) for integer orders. In the symbolic case, we return a recurrence relation if restF is only a functionin i or only in j; For constant restF we determine the corresponding 7�form determinant. If the caseaij = c(i� j) + d or aij = c(i+ j) + d is detected, we determine the corresponding frame form determinantand call the appropriate FRAMEFORMS function.AxisymmetricMatrix This function returns the speci�ed axisymmetric (or skewaxisymmetric) matrix.Dots �o� are used to abbreviate the symbolic case. Since Maple treats the dots as usual matrix entries, thisfunction should be used for illustrative purposes only for symbolic orders.ToeplitzDet The speci�cation of the Toeplitz determinant is a piecewise de�nition of the constant diago-nals, i.e. a partition of the interval [-n+1..n-1]. If there is a two element band, we return the correspondingformula according to (5.15) and Theorem 27. Otherwise we try to detect the cases where transformationinto Hessenberg form or into frame form is possible, determine the corresponding speci�cations and returnthe formula resulting from the corresponding function calls.ToeplitzMatrix This function returns the speci�ed Toeplitz matrix. The same remarks as above apply.Circulant The speci�cation of a circulant is the piecewise speci�cation of its �rst row (like in the FRAME-FORMS package). The remaining rows are obtained by right shifts of the preceding rows. If the optionaldirective leftshift is given, we have the other construction method and retransform it into the preceding using(5.19). If the circulant is generated by a+ id we return the formula (5.24). For a generating function of theform q(x)p(x)l(i) we return formula (5.23). If we detect two element band form we use (5.21) to obtain aformula.In the general case we compute the general formula (5.20) involving roots of unity. Unfortunately Maple hasproblems with the manipulation of these roots of unity so that it is not possible to compute a circulant ofodd order, we have to settle with the unevaluated general formula in that case.CirculantMatrix This function returns the matrix of the speci�ed circulant. The same remarks as aboveapply



5.6. SUMMARY 1155.6 SummaryIn this chapter we discussed determinants of a number of symmetric matrix classes. Since symmetry stillyields a quite general form, we only managed to obtain determinant formulas of special cases of theseclasses. We could derive formulas for a number of special cases of axisymmetric and skewaxisymmetricdeterminants reducing them to simpler frame form or continuant form. The special structure of a zero axialskew determinant was pointed out including the interesting relation to matching theory. In the case ofpersymmetric determinants we were able to �nd formulas for several special cases of Toeplitz determinantsusing elementary row and column operations to reduce them to simpler forms like frame form and sparseHessenberg form. We presented an old general determinant formula for circulants and picked out a fewspecial cases of [Met60] where it was possible to �nd simpler formulas.The implemented Maple package SYMMETRIC allows the computation of most of the discussed formulas.Using the package it is possible to obtain formulas for many of the exercises in linear algebra books like[Bri83][Jän91][SW89].
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Summary and DiscussionIn this work we have studied a number of important matrix classes and tried to derive determinant formulasfor them. The results were integrated in the computer algebra system Maple by developing packages offunctions that enabled the speci�cation of a matrix of a special class followed by the computation of itsspeci�c determinant formula. Our aim was to theoretically obtain very general formulas such that it waspossible to automatically compute formulas for speci�ed special cases. A large portion of the presentedtheoretical results were taken from the excellent old book of Thomas Muir which was revised and enlargedby William Metzler [Met60]. We tried to adapt their results to a more modern notation and elaborated theproofs in a little more detail.We were able to derive determinant formulas for matrices that have at most two nonzero rows and columnsand a nonzero maindiagonal. These so�called frame forms frequently arose in later chapters. Moreover,some special geometric predicates can be formulated as frame form determinants for which we can �ndformulas using the functions of our package. The major drawback of the FRAMEFORMS package is thatthe resulting determinant formulas are sometimes far from cleverly simpli�ed and possible �nice� formulascan only be revealed after manual simpli�cation. This is partly due to Maple's inability to entirely simplifyan expression and partly due to the generalized computation. For example, special cases that are bettertreated with another simpler method, are computed in the standard way leading to sometimes enormousstructural overhead.The use of results in [Met60] made it possible to obtain nice formulas for special simple alternants expressingthem as a product of the di�erence product of their variables and the corresponding symmetric cofactor.The symmetric cofactor could be represented using elementary symmetric functions or complete symmetricfunctions and thus clarifying its structure. Unfortunately it was not possible to derive general explicitformulas for polynomial alternants of higher orders. We also could only handle a very restricted class ofdouble alternants by reducing their elementary symmetric function determinant representation to frameform.In the case of tridiagonal and Hessenberg matrices we derived general recurrence formulas for the determinantand extended some of the special results for continuants in [Met60] to Hessenberg determinants. The resultingformulas were quite involved and required us to restrict the speci�cation of Hessenberg matrices to totaldiagonal generating functions in our implementation.The investigation of symmetric matrices lead to a few generalizations of special axisymmetric determinantsand special Toeplitz determinants using row and column operations to reduce them to frame form or sim-ple Hessenberg form. We also used results from [Met60] to obtain formulas for circulants and zero�axialskewsymmetric determinants. The implementation made heavy use of our other packages and enabled us toobtain determinant formulas for a lot of examples of special matrices in linear algebra text books (in factthe generalization of many of them was motivated by the induction exercises in these books).So far we always tried to prove a general theoretical formula for a matrix class and used the theoretical resultor method in our implementation. This had the e�ect that sometimes, especially for symmetric matrices, thesoftware package looked more like a library of determinant formulas. Moreover, the packages are restricted tothe covered matrix classes. It would be desirable to have a program that is also able to apply the techniquesused to theoretically derive determinant formulas to �nd new formulas for other matrix classes. This problemis very tricky, however. How do we specify the determinants? Since our techniques can only be fruitful for117



118 CHAPTER 5. DETERMINANTS OF SYMMETRIC MATRICESspecially structured matrices, we always have a di�erent speci�cation scheme in mind. How can we writea program that does clever expansion and restructuring which was necessary to prove most of the derivedformulas? What we could do is to implement a number of strategies resulting from our own experiences, but�nding new formulas does not seem very promising apart from generalizations of frame forms for example.In this work, we focused on the investigation of determinant formulas of only four important matrix classes.It is unnecessary to note that there is a variety of other interesting classes of specially structured matriceslike Wronski matrices occurring in analysis or resultants occurring in algebra, just to name a few, which arenot covered here.



Appendix AThe Computer Algebra System MapleIn this chapter we will give a brief overview about the computer algebra system Maple. We will outline thegeneral organization of Maple following [Kal], describe some details of its programming language and thepackage formalism. Moreover we will discuss, why Maple is especially suitable to implement our determinantsystem.More detailed informations can be found in [CGG+92] [Mon], the very good on�line documentation or on theWWW (try for example the Maple page of the University of Waterloo at http://www.daisy.uwaterloo.ca/,the commercial site at http://www.maplesoft.com/ or the excellent Maple V page athttp://SunSITE.informatik.rwth-aachen.de/maple/maplev.html) .A.1 What is Maple ?Maple is a system for symbolic mathematical computation which has been under development at the Uni-versity of Waterloo, Canada, since the end of 1980 (see [CGGG83] [CGG+92]). It has its own Algol68�likeprogramming language which enables the user to carry out complicated or repetitive operations and developtheir own extension of the system.In fact most of Maple's own procedures are written in this language. Only a small kernel part in written inthe base language C.The primary design goals of the Maple system were� compactness� a powerful set of facilities for mathematical computation� a good user interface (i.e. fairly natural computation)The system is highly portable and is available for a large number of machines under various operatingsystems. This level of portability has been achieved by having only one source code which is written bymeans of a general purpose macro�processor, called Margay resembling C's macro�processor but even morepowerful. The target language is C and the operating system must support a C compiler. The Margaymacros re�ect machine dependencies, operating system dependencies from one C compiler to the next.119



120 APPENDIX A. THE COMPUTER ALGEBRA SYSTEM MAPLEA.1.1 Maple's internal organizationWe attempt to give a brief overview about the organization and the design of the Maple system.The Maple language has a very simple syntax. The main program reads input, calls the parser and then thestatement evaluator for each complete statement. An internal data structure is created for each successfulproduction. Maple stops when it evaluates one of done , stop or quit.A.1.1.1 Internal FunctionsThe functions which are part of Maple's kernel, called internal functions, fall into four distinct groups.Evaluators These split into the following functions and associated tasks:evalstat for statement evaluation,eval for expression evaluation,evalname for name formation,evalf for �oating point arithmetic.The parser calls only the function evalstat which usually initiates many interactions between the di�erentevaluators. Although users don't have to call any evaluator directly, they may do so if the situation demandsit.Algebraic functions These are identi�ed with functions which are generally available to the user and arecalled basic functions. Examples include:diff for derivatives,op for selecting parts of expressions,divide for polynomial division,coeff for �nding coe�cients of polynomials,subs, subsop for substitution of expressions,expand for �nding expansion of expressions.Algebraic service functions These functions cannot normally be called by the user directely. They areat a level lower than the functions of the previous group and are used in their implementation. Examplesinclude the arithmetic packages, the basic simpli�er, printing, the set operations package etc.General service functions These are at the lowest level and may be called by any other function of thesystem. They are not necessarily tied to algebraic computation but also provide services such as: storageallocation, garbage collection, error�handlers, etc.A.1.1.2 The Maple LibraryMaple's functions fall into four categories:1. Built�in function which are internal to the system.2. Library functions which are automatically loaded.3. Miscellaneous library functions which are loaded by the user via the readlib function.



A.1. WHAT IS MAPLE ? 1214. Packages of functions which are normally loaded via the with function.The internal functions can and often do call upon functions which reside outside the kernel and are found inthe Maple library. For example expand does most of the work itself but when expanding a sum to a largerpower it will call the library function `expand/bigpow`.This feature has the following advantages:� The system is very �exible since the library can be changed easily,� Users can de�ne their own handling functions so that personal tailoring is possible,� The library source code can be read by all users. Usinginterface(verboseproc=2); print(<function>);it is possible to read the source code for a non�kernel procedure.� The basic system which is always loaded can stay quite small even though the complex Maple systemis very large.The call readlib( <procname> ) causes Maple to load a �le called <procname>.m which is located inthe Maple library directory. (Note that �les with the .m extension are assumed by Maple to contain codein fast loading internal format).Packages allow the user to de�ne an entire collection of functions with a simple command. After executingwith( <packagename> ) we can use any of the package functions with their short name.Maple packages load very quickly because the system just reads in a table of pointers where the code is tobe found. The actual code is not pulled into memory until it is required.Packages are the heart of Maple, o�ering functions for all di�erent areas of symbolic mathematic computation.Package examples are: linalg, stats, logic, combinat etc.The nice encapsulated form of functionality hidden in packages can also be programmed by the user. Wewill see later how this works.A.1.1.3 Internal Representation of Data TypesAll internal data structures used by Maple are built by the parser and some internal functions. Thesestructures have the same general format.header data1 data2 : : : datanThe header encodes the following information:� 15 bits giving the length of the structure,� 6 bits giving its type,� 1 bit indicating its simpli�cation status,� 7 bits giving information to the garbage collector.



122 APPENDIX A. THE COMPUTER ALGEBRA SYSTEM MAPLEThe data items are usually pointers to other internal structures.The length of a structure does not change and structures are never changed during execution since it is notknown which other structures point to them. The normal method of modifying a structure is by making acopy of it and modifying that. Otherwise the only safe modi�cations are carried out by the simpli�er whichproduces the same value in simpler form. The garbage collector identi�es and removes unused structures.The internal representation of all data structures is by means of dynamic arrays (vectors). This means thateach (top level) component part of the data structure an be accessed in constant time and this makes variousoperations faster than they would be if linked lists were used. Dynamic vectors are also more economicalthan linked lists in terms of space requirements.A.1.2 The Maple programming languageWe try to give a short description about programming in Maple. Details can be found in [Mon] and [Red94]for example.Basic language features As mentioned above, Maple has its own programming language. Most of itsconstructs are borrowed from other languages, e.g. the repetition and selection statements come fromAlgol68. The language also has a functional �avour in that every procedure returns a result.Maple is not strongly typed like C or Pascal. No declarations are required (thus Maple is more like Lisp andBasic in this aspect). However, types exist. Type checking is done at run time and must be programmedexplicitly.Maple is interactive and the programming language is interpreted. Maple is not suitable for running numer-ically intensive programs because of the interpreter overhead.The heart of Maple programming is writing procedures that can make use of all Maple functions. A typicalprocedure de�nition looks like this:proc(<name sequence>)[ local <name sequence>; ][ options <name sequence>; ]<statement sequence>end;Example: squaresum:=proc(x,y) x*x+y*y end:Calling this de�ned procedure would look like that: squaresum(2,3); with result 13.Each procedure is given a (possibly empty) parameter list. The parameter passing mechanism can bedescribed as `call by evaluated name'. All actual parameters are �rst evaluated and then each formalparameter is replaced by its corresponding actual parameter (and is not evaluated again). If we want to passa value back via a parameter we have to make sure that at the time of the call the parameter has no valueassigned to it.It is possible to declare local arguments of a procedure. They can only be seen within this procedure (andnot in possible nested procedures). However, it is not necessary to declare any variable used in a procedure.If declaration is omitted, the variable is assumed to be global.Local variables are only given one level of evaluation, as opposed to global ones which are given fully recursiveevaluation. This is for e�ciency reasons.Parameter passing and scope rules are somewhat unusual and can cause nasty surprises if one is not awareof them.A very useful facility in Maple procedures is the availability of various options, the most important beingthe option remember. This causes Maple to store the results of calls to a particular procedure so that in



A.1. WHAT IS MAPLE ? 123future invocations they will just be looked up rather than recomputed. A good example is the computationof the Fibonacci numbers. The clearest code is obtained by implementing the recurrence which de�nes them.Unfortunately this is incredibly ine�cient. The use of the remember option allows us to retain the clearcode and compute the numbers e�ciently.Data types in Maple Each Maple expression is represented internally by a tree each of its vertices issome data type. The function whattype returns the type of an expression while the function type can beused to check that an expression has a given type.The function op can be used to �nd the components of a given type (i.e the expressions at the verticeswhich are joined to the root of the expression tree) while the function nops returns the number of suchcomponents.Data structures More complicated programs involve manipulating and storing data. The representationof our data a�ects the algorithms that we write and how fast our programs will run. Maple o�ers a good setof data structures including lists (or vectors), sets, tables (or hash tables) and arrays.Debugging facilities in Maple Writing software is bound to yield errors at some point. Since it is alsopossible to write large programs in Maple, there is a need of debugging facilities. Fortunately, Maple o�ersvarious methods:The mint program This program is separate of the Maple system and used outside of Maple itself by acommand such as mint < file >.Mint will then produce a report on the code including likely errors. The amount of reported informationcan be controlled by a �ag.The printlevel facility Each statement which is executed in Maple has a certain level associated withit. Results of statements whose levels are no t higher than the global variable printlevel (default value is2) are printed out during evaluation. Setting high values for printlevel leads to more information printedon the screen and can be very useful for debugging activities.Tracing speci�c procedures Selective information can be obtained by using the built�in function traceor debug which can take one or more procedure names as arguments. This causes entry points (withargument values) and exit points (with result values) to be displayed as well as information on statementsexecuted within the relevant procedures.A.1.3 Building your own MAPLE packageAssume you have written a certain number of procedures concerning a speci�c topic and you would liketo let others make use of your code. The most elegant way to do this is providing a package with on�linedocumentation and other advantages like the existing Maple packages. Unfortunately this is not (or justvaguely) described in the existing documentation.So how do we proceed?Suppose we have procedures f1, f2, f3 and want to combine them in a package called mypack .1. Create an empty archive in the directory mylibdir using the Maple Archive Manager: march -cmylibdir 10 (the number 10 means that MARCH creates space for approximately 10 entries).



124 APPENDIX A. THE COMPUTER ALGEBRA SYSTEM MAPLE2. Create an index for the package: mypack[f1]:='readlib( `mypack/f1` )':mypack[f2]:='readlib( `mypack/f2` )': mypack[f1]:='readlib( `mypack/f3` )': .The functions f1, f2, f3 are readlib de�ned such that Maple does not always load the whole packagewhen we just want to use a single function of it. Suppose that this index code and internal functions(replace internal_f with `mypack/internal_f` for each internal function and simplify access to theinternal functions using macro (internal_f = `mypack/internal_f`); ) that are used by di�erentpackage functions are located in mylibdir/src/mypack.mpl. We will open a new Maple session, readin the code and save it in Maple's internal format with > save `mylibdir/mypack.m`;.Note that it is necessary to restart Maple before and after doing this since save `<filename>.m`; savesall de�ned names of the session in internal format. Using save 'mypack','intf1','intf2',...,`<filename>.m`; would avoid the restart but be rather cumbersome having many internal �les.3. Now we have to save the package procedures separately. We assume that the code of each packagefunction f_k with corresponding internal functions that are not used by other package functions re-sides in mylibdir/src/mypack_f_k.mpl .Note that f_k:=proc ... end:has to be substituted with`mypack/f_k`:=proc ... end: according to the package table. Proceed analogously for all internalfunctions. Save the code for each package procedure : >save `mylibdir/mypack/f_k.m`; and restart.4. It remains to add the .m �les to the archive: march -a mylibdir mypack.m mypack and march -amylibdir mypack/f_k.m mypack/f_k for each package function.5. The package is created but we have to tell Maple that there is a new directory to search for packages.We simply set libname:=`mydirlib`,libname; and add it to our n$HOME/.mapleinit �le. Whenwe start Maple from now on we can use our functions after with(mypack); or single functions afterwith(mypack,n_k); . It is often desirable that package functions can be individually accessed with thecommand > mypack[f_k](args); like in all packages supplied with Maple. To permit this capabilitywe add mypack:='readlib('mypack')': to our n$HOME/.mapleinit �le .6. On�line documentation is indispensable even if no other persons will ever use the package. It is sug-gested to organize help pages like Maple does: FUNCTION, CALLING SEQUENCE, PARAMETERS,DESCRIPTION and last but not least EXAMPLES. Maple V R4 simpli�es our task. We simply createa new worksheet for every package function, �construct� the corresponding help page (possibly usinghyperlinks to refer to other functions) and save them in mylibdir/mypack/help as .mws �les. Finally,we create our help database using Maple's makehelp facility:> readlib(makehelp):> makehelp(`mypack`,`mylibdir/help/mypackhelp.mws`,`mylibdir`):> makehelp(`mypack,f1`,`mylibdir/help/f1help.mws`,`mylibdir`):> ...Help on our package can now be obtained using > ? mypack[f_k]. Alternatively, we can use theMaple Save to Database option (in the Help menue). Maple asks us for a help topic (put in mypack,f),parent name (put in mypack), aliases (put in f,mypack[f])and a directory of a help database (put inmylibdir) to save the current worksheet in as a Maple help �le.Surprisingly ?f_k does not work even after with(mypack): for both methods (due to a strange Maplepolicy).This is the complete proceeding to install a package. If we want to change a package we have to save themodi�ed source part as a .m �le again and update the package with march -u mylibdir <newsource><newindex>.



A.2. WHY MAPLE ? 125A.2 Why MAPLE ?Since we are interested in determinant formulas of specially structured matrices of symbolic order withgenerally symbolic entries (such as polynomials) it is clear that we need a facility for symbolic mathematicalcomputation.This rules out the standard programming languages like C/C++ which is not disadvantageous because wedon't have to deal with the issue of computation speed.Thus we are left with computer algebra (CA) systems which all provide symbolic computation. There is quitea big number of CA systems available (like Scratchpad II/AXIOM, Mathematica, Maple, muMath/Derive,SAC/ALDES, Reduce etc.) with various large user areas (unmentioned various local CA at universities).Maple certainly is among the most well known CA systems. Its platform independence, ease of use andpossibilities to extend the system are reasons for the popularity among di�erent user communities.Moreover, as we have seen, Maple o�ers all the needed symbolic computation methods as well as an easyprogramming language and the possibility to package our code nicely, which explains our choice.All our code is developed using Maple V R4 . The code is divided in packages with on�line help and can beadded to the Maple's share library. The packages including source code and help pages is available at:http://www.cs.uni-sb.de/users/mdenny/Bewohner/mark/Determinant.html
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Appendix BTutorial for the implemented MaplepackagesThis part contains the complete tutorial of the implemented packages. It is identical to the on�line docu-mentation included in the packages. The help pages are organized like other Maple help pages.B.1 The FRAMEFORMS packageThis is the tutorial to the FRAMEFORMS package which is also available as on�line documentation.Help For: Introduction to the FRAMEFORMS packageCalling Sequence:function(args)FRAMEFORMS[function](args)Description:� To use a FRAMEFORMS function, either de�ne that function alone using the command with(FRAME-FORMS, function), or de�ne all FRAMEFORMS functions using the command with(FRAMEFORMS).Alternatively, invoke the function using the long form FRAMEFORMS[function]. This long formnotation is necessary whenever there is a con�ict between a package function name and another functionused in the same session.� The functions available are: FrameformMatrix, GetBorderForm, Form7, Arrow, Nform, DBform,Rform, Frameform.� This package provides a number of functions computing the determinant of matrices that have at mosttwo rows and columns as well as at most two neighbouring central diagonals nonzero. It is possible toderive symbolic order determinant formulas for most of these matrices. Integer order evaluation is alsopossible.� For more information on a particular function, see FRAMEFORMS[function].127



128 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESSee Also: FRAMEFORMS, HESSENBERGandCONTINUANT, SYMMETRIC.Help For: Speci�cation of a FRAMEFORMS matrix and the FrameformMatrixfunctionDescription:The only nonzero elements of a FRAMEFORMS matrix of order n may appear in at most two rows andcolumns, in the main diagonal, the 1st upper and lower sidediagonals or the corresponding counter diagonals.We allow at most two neighbouring diagonals to be nonzero. In case of two diagonals we require borderingnonzero rows and columns.Speci�cation:The speci�cation of such a matrix is a list of two element lists (each de�ning the location and a correspondingpiecewise function in i):� specL = [ [ location_1, fL_1 ] , ... , [ location_k , fL_k ] ]� location = row[k] | col[k] | diag[0] | diag[1] | diag[-1] | cdiag[0] | cdiag[1] | cdiag[-1] , 1 <= k <= n (k posint)� fL = [ [ p_1..p_2, f_1 ] , [ p_2+1..p_3, f_2 ] , ... , [ p_k +1..p_(k+1), f_k ] ]Restrictions:� Interval bounds p_j integer or of the form n-q, q integer with 1 <= p_1 <= p_(k+1) <= n .� Note: for diag[1],diag[-1],cdiag[1],cdiag[-1] we need p_(k+1)<=n-1).� f_j function in i (otherwise constant) de�ned on the intervall [ p_j..p_(k+1) ] without roots in thatinterval.� If p_1>1 or p_(j+1)<n the gaps are �lled out with zeroes such that no clashes in the corners occur.Thisis only applicable in the case of standard frame form matrices,Short Cuts:� diag instead of diag[0] and cdiag instead of cdiag[0].� p_j instead of p_j..p_j for one element intervals.� f instead of [ [ 1..n, f] ].� [ p_1..p_2, f ] instead of [ [ p_1..p_2, f ] ].Function: FRAMEFORMS[FrameformMatrix] - frame form matrixCalling Sequence:FrameformMatrix(n,specL)



B.1. THE FRAMEFORMS PACKAGE 129Parameters:n - matrix order (as above)specL - speci�cation of the frame form matrix (as above)Examples:> with(FRAMEFORMS):> FrameformMatrix(n,[ [row[1],a],[row[n],i] ,[cdiag,[[2..n-1,1]]] ]);26666666666666664
a a a o o o a0 0 0 0 0 1 00 0 0 0 1 0 00 0 0 o 0 0 00 0 o 0 0 0 00 o 0 0 0 0 01 2 3 o o o n

37777777777777775> FrameformMatrix(5,[ [row[1],[[1..2,x],[3..5,y]] ],[diag[-1],-1],[diag,[2..5,a]] ]);26666666664 x x y y y�1 a 0 0 00 �1 a 0 00 0 �1 a 00 0 0 �1 a
37777777775> FrameformMatrix(n+1, [ [row[1],a[i-1]],[cdiag,[2..n+1,x]],[cdiag[-1],-1]]);26666666666666666664

a0 a1 a2 o o o an�1 an0 0 0 0 0 0 x �10 0 0 0 0 x �1 00 0 0 0 o �1 0 00 0 0 o o 0 0 00 0 o o 0 0 0 00 x o 0 0 0 0 0x �1 0 0 0 0 0 0
37777777777777777775> FrameformMatrix(n,[[row[3],3],[diag,i],[col[n -1],[[1..3,3],[4..n,n-1]]],[col[2],i]]);



130 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES26666666666666666666666664
1 1 0 0 0 0 0 0 3 00 2 0 0 0 0 0 0 3 03 3 3 3 3 o o o 3 30 4 0 4 0 0 0 0 n� 1 00 5 0 0 5 0 0 0 n� 1 00 o 0 0 0 o 0 0 o 00 o 0 0 0 0 o 0 o 00 o 0 0 0 0 0 o o 00 n� 1 0 0 0 0 0 0 n� 1 00 n 0 0 0 0 0 0 n� 1 n

37777777777777777777777775> FrameformMatrix(n,[ [col[n],[[1,x],[2..n-2,y]] ] ,[row[1],[[3..n-1,1+x]] ],[diag[-1],[[1..5,q],[6..n-1,a[i]]] ] ]);26666666666666666666666666666666664

0 0 1 + x 1 + x 1 + x 1 + x 1 + x o o o 1 + x 1 + x xq 0 0 0 0 0 0 0 0 0 0 0 y0 q 0 0 0 0 0 0 0 0 0 0 y0 0 q 0 0 0 0 0 0 0 0 0 y0 0 0 q 0 0 0 0 0 0 0 0 y0 0 0 0 q 0 0 0 0 0 0 0 y0 0 0 0 0 a6 0 0 0 0 0 0 y0 0 0 0 0 0 a7 0 0 0 0 0 o0 0 0 0 0 0 0 o 0 0 0 0 o0 0 0 0 0 0 0 0 o 0 0 0 o0 0 0 0 0 0 0 0 0 o 0 0 y0 0 0 0 0 0 0 0 0 0 an�2 0 00 0 0 0 0 0 0 0 0 0 0 an�1 0

37777777777777777777777777777777775See Also: GetBorderFormFunction: FRAMEFORMS[GetBorderForm] - transforms a general frame formmatrix into border form such that the determinants are equivalentCalling Sequence:GetBorderForm(n, specL)GetBorderForm(n, specL, print)



B.1. THE FRAMEFORMS PACKAGE 131Parameters:n - order of determinant (positive integer or symbolic expression of the form n+d,d integer)specL - speci�cation of the general frame form matrix (see FrameformMatrix for details)print - optional directiveDescription:� The function GetBorderForm transformes the speci�ed general frame form matrix into border from, i.e.nonzero rows or columns will be swapped to the matrix borders (updating the remaining matrix). Thetranformation is only possible when we have only one nonzero diagonal, otherwise an error will bereturned.� A possible signfactor occuring during the transformation is multiplied to the �rst row of the resultingmatrix.� Note that the output matrix should not be used in further computations for symbolic orders, sinceMaple treats the abbreviating "dots" as normal matrix entries.� The directive print (optional) prints the speci�ed general frame form matrix before returning thetransformed matrix.� The command with(FRAMEFORMS) or with(FRAMEFORMS, GetBorderForm) allows the abbrevi-ated form of this command after setting the libname appropriately.Examples:> with(FRAMEFORMS):> GetBorderForm(n,[ [row[3],3] , [row[n-1],n-1] ,[diag,i] ],print);Matrix :26666666666666666666664
1 0 0 0 0 0 0 0 00 2 0 0 0 0 0 0 03 3 3 3 o o o 3 30 0 0 4 0 0 0 0 00 0 0 0 o 0 0 0 00 0 0 0 0 o 0 0 00 0 0 0 0 0 o 0 0n� 1 n� 1 n� 1 n� 1 o o o n� 1 n� 10 0 0 0 0 0 0 0 n

37777777777777777777775Transformed Matrix :



132 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES26666666666666666666666666664

3 3 3 3 3 o o o 3 3 30 2 0 0 0 0 0 0 0 0 00 0 1 0 0 0 0 0 0 0 00 0 0 4 0 0 0 0 0 0 00 0 0 0 5 0 0 0 0 0 00 0 0 0 0 o 0 0 0 0 00 0 0 0 0 0 o 0 0 0 00 0 0 0 0 0 0 o 0 0 00 0 0 0 0 0 0 0 n� 2 0 00 0 0 0 0 0 0 0 0 n 0n� 1 n� 1 n� 1 n� 1 n� 1 o o o n� 1 n� 1 n� 1

37777777777777777777777777775> GetBorderForm(n,[[row[3],3],[col[n-1],i],[dia g,i]],print);Matrix :26666666666666666666664
1 0 0 0 0 0 0 1 00 2 0 0 0 0 0 2 03 3 3 3 o o o 3 30 0 0 4 0 0 0 4 00 0 0 0 o 0 0 o 00 0 0 0 0 o 0 o 00 0 0 0 0 0 o o 00 0 0 0 0 0 0 n� 1 00 0 0 0 0 0 0 n n

37777777777777777777775Transformed Matrix :26666666666666666666666666664

3 3 3 3 3 o o o 3 3 32 2 0 0 0 0 0 0 0 0 01 0 1 0 0 0 0 0 0 0 04 0 0 4 0 0 0 0 0 0 05 0 0 0 5 0 0 0 0 0 0o 0 0 0 0 o 0 0 0 0 0o 0 0 0 0 0 o 0 0 0 0o 0 0 0 0 0 0 o 0 0 0n� 2 0 0 0 0 0 0 0 n� 2 0 0n� 1 0 0 0 0 0 0 0 0 0 0n 0 0 0 0 0 0 0 0 0 n

37777777777777777777777777775



B.1. THE FRAMEFORMS PACKAGE 133> GetBorderForm(8,[ [row[2],[[1..1,d],[2..2,a],[3..3,b],[4..4,d],[5..5,c],[6..8,d]] ],[row[5],[[1..2,e],[3..3,b],[4..4,e],[5..5,a],[6..8,e]] ],[col[3],[[1..2,b],[3..3,a],[4..8,b]] ],[col[5],[[1..4,c],[5..5,a],[6..8,c]] ] , [diag,a] ] ,print);Matrix :26666666666666666664
a 0 b 0 c 0 0 0d a b d c d d d0 0 a 0 c 0 0 00 0 b a c 0 0 0e e b e a e e e0 0 b 0 c a 0 00 0 b 0 c 0 a 00 0 b 0 c 0 0 a

37777777777777777775Transformed Matrix :26666666666666666664
�b �d �a �d �d �d �d �cb a 0 0 0 0 0 ca 0 0 0 0 0 0 cb 0 0 a 0 0 0 cb 0 0 0 a 0 0 cb 0 0 0 0 a 0 cb 0 0 0 0 0 a cb e e e e e e a

37777777777777777775See Also: FRAMEFORMSFunction: FRAMEFORMS[Form7] - determinant of an 7 - form matrixCalling Sequence:Form7(n, specL)Form7(n, specL, print)Form7(n, specL, check) or Form7(n, specL, check[k]) (k positive integer)Form7(n, specL, print, check) or Form7(n, specL, print, check[k]) (k positive integer)Parameters:n - order of determinant (positive integer or symbolic expression of the form n+d,dinteger)specL - speci�cation of the 7 form (see FrameformMatrix for details)A 7-form is a matrix with only one bordering row or column together with twoappropriate neighbouring central diagonals nonzero.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)



134 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESDescription:� The function Form7 computes a formula for the determinant of the speci�ed 7-form matrix. If necessary,the valid range for the formula is displayed.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed 7-form matrix before returning the determinantformula.� The command with(FRAMEFORMS) or with(FRAMEFORMS, Form7) allows the abbreviated formof this command after setting the libname appropriately.Examples:> with(FRAMEFORMS):> Form7(n+1,[ [row[1],a[i-1]],[diag,[2..n+1,x]],[diag[-1],-1] ],print,check);Matrix :26666666666666666664
a0 a1 a2 o o o an�1 an�1 x 0 0 0 0 0 00 �1 x 0 0 0 0 00 0 �1 o 0 0 0 00 0 0 o o 0 0 00 0 0 0 o o 0 00 0 0 0 0 o x 00 0 0 0 0 0 �1 x

37777777777777777775Determinant :n >= 4n+1Xl_=1 al_�1 x(n+1�l_)> Form7(n,[ [col[1],[[2..3,a],[4..n-3,b],[n-2..n,c]]],[diag,1],[diag[1],-1]],print,check); Matrix :



B.1. THE FRAMEFORMS PACKAGE 13526666666666666666666666666666664

1 �1 0 0 0 0 0 0 0 0 0 0a 1 �1 0 0 0 0 0 0 0 0 0a 0 1 �1 0 0 0 0 0 0 0 0b 0 0 1 �1 0 0 0 0 0 0 0b 0 0 0 1 �1 0 0 0 0 0 0o 0 0 0 0 o o 0 0 0 0 0o 0 0 0 0 0 o o 0 0 0 0o 0 0 0 0 0 0 o o 0 0 0b 0 0 0 0 0 0 0 1 �1 0 0c 0 0 0 0 0 0 0 0 1 �1 0c 0 0 0 0 0 0 0 0 0 1 �1c 0 0 0 0 0 0 0 0 0 0 1

37777777777777777777777777777775Determinant :n >= 82 a� 7 b+ 1 + b n+ (�1)(2n) b+ 3 (�1)(2n) cSee Also: FRAMEFORMSFunction: FRAMEFORMS[Arrow] - determinant of an arrow shaped matrixCalling Sequence:Arrow(n, specL)Arrow(n, specL, print)Arrow(n, specL, check) or Arrow(n, specL, check[k])Arrow(n, specL, print, check) or Arrow(n, specL, print, check[k])Parameters:n - order of determinant (positive integer or symbolic expression of the form n+d,dinteger)specL - speci�cation of the arrow matrix (see FrameformMatrix for details)An arrow form is a matrix with only one nonzero row and adjacent column togetherwith at most two appropriate neighbouring central diagonals nonzero.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function Arrow computes a formula for the determinant of the speci�ed arrow shaped matrix.If necessary, the valid range for the formula is displayed.



136 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of an integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed arrow shaped matrix before returning the determinantformula.� The command with(FRAMEFORMS) or with(FRAMEFORMS, Arrow) allows the abbreviated formof this command.Examples:> with(FRAMEFORMS):> Arrow(n,[ [row[1],a],[col[1],[2..n,b]],[diag,[2..n,1]] ],print,check);Matrix :26666666666666664
a a a o o o ab 1 0 0 0 0 0b 0 1 0 0 0 0o 0 0 o 0 0 0o 0 0 0 o 0 0o 0 0 0 0 o 0b 0 0 0 0 0 1

37777777777777775Determinant :n >= 2a� b a n+ b a> Arrow(n,[ [row[n],a[i]],[col[1],[1..n-1,2]],[cdiag[-1],[1..n-2,i]] ],print,check);Matrix :26666666666666666664
2 0 0 0 0 0 0 02 0 0 0 0 0 0 1o 0 0 0 0 0 2 0o 0 0 0 0 o 0 0o 0 0 0 o 0 0 02 0 0 o 0 0 0 02 0 n� 2 0 0 0 0 0a1 a2 o o o an�2 an�1 an

37777777777777777775Determinant :n >= 32 (�1)(1+
oor(1=2n+1=2)) �(n� 1) a2



B.1. THE FRAMEFORMS PACKAGE 137> simplify( Arrow(n,[ [row[1],1],[col[n],[2..n,1]],[cdiag,[2..n,x]],[cdiag[-1],[2..n-1,-1]] ],print,check[7]) ,assume=integer);Matrix :26666666666666666664
1 1 1 o o o 1 10 0 0 0 0 0 x 10 0 0 0 0 x �1 10 0 0 0 o �1 0 o0 0 0 o o 0 0 o0 0 o o 0 0 0 o0 x o 0 0 0 0 1x �1 0 0 0 0 0 1

37777777777777777775Determinant :n >= 3� (�1)
oor(1=2n) (�x(n+1) + xn � x(n�1) + xn n� x(n�1) n+ 1)(x� 1)2> Arrow(n,[[row[3],3],[col[n-1],i],[diag,i]],print,check);Matrix :26666666666666666666664
1 0 0 0 0 0 0 1 00 2 0 0 0 0 0 2 03 3 3 3 o o o 3 30 0 0 4 0 0 0 4 00 0 0 0 o 0 0 o 00 0 0 0 0 o 0 o 00 0 0 0 0 0 o o 00 0 0 0 0 0 0 n� 1 00 0 0 0 0 0 0 n n

37777777777777777777775Determinant :n >= 7�(n+ 1)See Also: FRAMEFORMSFunction: FRAMEFORMS[Nform] - determinant of a N shaped matrixCalling Sequence:Nform(n, specL)Nform(n, specL, print)



138 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESNform(n, specL, check)Nform(n, specL, print, check)Parameters:n - order of determinant (positive integer or symbolic expression of the form n+d,dinteger)specL - speci�cation of the N shaped matrix (see FrameformMatrix for details)An N form is a matrix with only two rows or columns together with at most twoappropriate neighbouring central diagonals nonzero.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function Nform computes a formula for the determinant of the given N shaped matrix. If necessary,the valid range for the formula is displayed.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of an integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed N shaped matrix before returning the determinantformula.� The command with(FRAMEFORMS, Nform) or with(FRAMEFORMS) allows the abbreviated formof this command after setting the libname appropriately.Examples:> with(FRAMEFORMS):> Nform(n,[ [col[1],a[i]],[col[n],b[n-i]],[diag,[2..n-1,i]] ],print,check);Matrix :26666666666666666664
a1 0 0 0 0 0 0 bn�1a2 2 0 0 0 0 0 bn�2a3 0 3 0 0 0 0 bn�3o 0 0 o 0 0 0 oo 0 0 0 o 0 0 oo 0 0 0 0 o 0 oan�1 0 0 0 0 0 n� 1 b1an 0 0 0 0 0 0 b0

37777777777777777775Determinant :n >= 3�(�a1 b0 + bn�1 an) �(n)



B.1. THE FRAMEFORMS PACKAGE 139> simplify( Nform(n,[ [row[1],1],[row[n],i],[diag,[2..n-1,1]],[diag[-1],[1..n-2,-1]] ],print,check) ,assume=integer); Matrix :26666666666666666664
1 1 o o o 1 1 1�1 1 0 0 0 0 0 00 �1 o 0 0 0 0 00 0 o o 0 0 0 00 0 0 o o 0 0 00 0 0 0 o 1 0 00 0 0 0 0 �1 1 01 2 o o o n� 2 n� 1 n

37777777777777777775Determinant :n >= 312 n2 � 12 n> Nform(n,[[row[3],a],[row[n-1],x[i]],[diag,[[1 ..3,a],[4..n,x[i]]]]],print,check);Matrix :26666666666666666666666664
a 0 0 0 0 0 0 0 0 00 a 0 0 0 0 0 0 0 0a a a a a o o o a a0 0 0 x4 0 0 0 0 0 00 0 0 0 x5 0 0 0 0 00 0 0 0 0 o 0 0 0 00 0 0 0 0 0 o 0 0 00 0 0 0 0 0 0 o 0 0x1 x2 x3 x4 x5 o o o xn�1 xn0 0 0 0 0 0 0 0 0 xn

37777777777777777777777775Determinant :n >= 7(a xn�1 � x3 a) a2 (�3+nYl_=3 xl_+1)xn



140 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESSee Also: FRAMEFORMSFunction: FRAMEFORMS[Rform] - determinant of an R shaped matrixCalling Sequence:Rform(n, specL)Rform(n, specL, print)Rform(n, specL, check) or Rform(n, specL, check[k]) (k positive integer)Rform(n, specL, print, check) or Rform(n, specL, print, check[k]) (k positive integer)Parameters:n - order of determinant (positive integer or symbolic expression of the form n+d,dinteger)specL - speci�cation of the R shaped matrix (see FrameformMatrix for details)An R form is a matrix with two nonzero columns and one nonzero row (or vice versa)together with at most two appropriate neighbouring central diagonals nonzero.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function Rform computes a formula for the determinant of the given R shaped matrix. If necessary,the valid range for the formula is displayed.� Unfortunately, the function doesn't always work correctly in the case of symbolic order and two diag-onals if the diagonal generating functions are functions in "i" (it works however, if "i" only appears asindex like in f[i]). This is probably due to Maple's attempt �nding closed forms for complicated sumsand products.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed R shaped matrix before returning the determinantformula.� The command with(FRAMEFORMS, Rform) or with(FRAMEFORMS) allows the abbreviated formof this command after setting the libname appropriately.Examples:> with(FRAMEFORMS):> Rform(n,[ [row[1],1],[col[1],[2..n,a]],[col[n],[2..n,b[i]]],[diag,[2..n-1,c]] ],print,check); Matrix :



B.1. THE FRAMEFORMS PACKAGE 14126666666666666666664
1 1 1 o o o 1 1a c 0 0 0 0 0 b2a 0 c 0 0 0 0 b3o 0 0 o 0 0 0 oo 0 0 0 o 0 0 oo 0 0 0 0 o 0 oa 0 0 0 0 0 c bn�1a 0 0 0 0 0 0 bn

37777777777777777775Determinant :n >= 4bn (c(n�2) � a c(�3+n) n+ 2 a c(�3+n))� a (c(n�2) � c(�3+n) ( n�1Xl_=2 bl_))> Rform(n,[ [col[1],a[i]],[row[1],[2..n,b[i]]],[row[n],[2..n,1]],[diag[-1],[2..n-2,i]] ],print,check[9]); Matrix :26666666666666666666664
a1 b2 b3 o o o bn�2 bn�1 bna2 0 0 0 0 0 0 0 0a3 2 0 0 0 0 0 0 0o 0 3 0 0 0 0 0 0o 0 0 o 0 0 0 0 0o 0 0 0 o 0 0 0 0an�2 0 0 0 0 o 0 0 0an�1 0 0 0 0 0 n� 2 0 0an 1 1 o o o 1 1 1

37777777777777777777775Determinant :n >= 5(�1)n (bn�1 � bn) (�3+nYl_=1 (n� l_� 1)) a2> Rform(n,[[row[1],1],[col[1],i],[col[n-1],1],[ cdiag[1],i]],print,check);Matrix :



142 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES26666666666666664
1 1 o o o 1 12 0 0 0 2 1 0o 0 0 o 0 o 0o 0 o 0 0 o 0o o 0 0 0 o 0n� 1 0 0 0 0 1 0n 0 0 0 0 1 0

37777777777777775Determinant :n >= 4�(�1)
oor(1=2n) (�1)n (�3+nYl_=1 (n� l_� 1))See Also: FRAMEFORMS, FRAMEFORMS[Arrow]Function: FRAMEFORMS[DBform] - determinant of a DB-matrixCalling Sequence:DBform(n, specL)DBform(n, specL, print)DBform(n, specL, check) or DBform(n, specL, check[k]) (k positive integer)DBform(n, specL, print, check) or DBform(n, specL, print, check[k]) (k positive integer)Parameters:n - order of determinant (positive integer or symbolic expression of the form n+d,dinteger)specL - speci�cation of the DB form (see FrameformMatrix for details)An DB form is a matrix with only the bordering rows and columns together with adiagonal non-zero.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function DBform computes a formula for the determinant of the given DB shaped matrix.If necessary, the valid range for the formula is displayed.No formula can be obtained in the case of two neighbouring diagonals or if both rows and columnsdon't contain a constant part of symbolic length (i.e. dependent on n).� The directive print (optional) prints the speci�ed DB shaped matrix before returning the determinantformula.



B.1. THE FRAMEFORMS PACKAGE 143� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a �nite order matrix is computed using the standart det function and is compared withthe value of the output formula for the same order. Default for the check order is 4 and can be set toan arbitrarily large value using check[k]. If the output formula is only valid for higher orders, the checkorder is automatically adapted. If the order n is an integer, the check value is set to n.� The command with(FRAMEFORMS, DBform) or with(FRAMEFORMS) allows the abbreviated formof this command after setting libname appropriately.Examples:> with(FRAMEFORMS):> DBform(n,[ [row[1],a],[row[n],b[i]],[col[1],[2..n-1,1]],[col[n],[2..n-1,x[i]]],[diag[-1],[2..n-2,3]] ],print,check[9]);Matrix :26666666666666666666664
a a a o o o a a a1 0 0 0 0 0 0 0 x21 3 0 0 0 0 0 0 x3o 0 3 0 0 0 0 0 oo 0 0 o 0 0 0 0 oo 0 0 0 o 0 0 0 o1 0 0 0 0 o 0 0 xn�21 0 0 0 0 0 3 0 xn�1b1 b2 b3 o o o bn�2 bn�1 bn

37777777777777777777775Determinant :n >= 5(�1)(n+2) x2 (bn�1 ( 227 3n a� 181 3n an)� a ( 127 3n b1 � 181 3n ( n�2Xl_=2 bl_)))� (�1)(n�1) (a ( 127 3n bn � 181 3n ( n�2Xl_=2 bn�l_ xn+1�l_))� bn�1 ( 127 3n a� 181 3n a ( n�2Xl_=2xn+1�l_)))> DBform(n,[ [row[1],i],[row[n],a],[col[1],[[2,z],[3..n-2,1],[n-1,y]]],[col[n],[2..n-1,x]],[diag,[2..n-1,k]] ],print,check[9]);Matrix :



144 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES26666666666666666666666664
1 2 3 4 o o o n� 2 n� 1 nz k 0 0 0 0 0 0 0 x1 0 k 0 0 0 0 0 0 x1 0 0 k 0 0 0 0 0 xo 0 0 0 o 0 0 0 0 oo 0 0 0 0 o 0 0 0 oo 0 0 0 0 0 o 0 0 o1 0 0 0 0 0 0 k 0 xy 0 0 0 0 0 0 0 k xa a a a o o o a a a

37777777777777777777777775Determinant :n >= 6(�nx + 1� 2 �1 + zk � (n� 1) (�1 + y)k ) (k(n�2) a� a x k(�3+n) n+ 2 a x k(�3+n))� (�ax + a� a (�1 + z)k � a (�1 + y)k ) (k(n�2) n� 12 x k(�3+n) n2 + 12 x k(�3+n) n+ x k(�3+n))> DBform(d+2,[[col[1],1],[col[d+2],[[1,s[1]� 2], [2..d+1,t[i-1]� 2],[d+2,d*t� 2]]],[diag,[[2..d+1,t[i-1]]]],[row[1],[2,s[1]]],[row[d+2],[2..d+1,t]]],print,check[7]);Matrix :26666666666666666666664
1 s1 0 0 o o o 0 s121 t1 0 0 0 0 0 0 t121 0 t2 0 0 0 0 0 t221 0 0 t3 0 0 0 0 t32o 0 0 0 o 0 0 0 oo 0 0 0 0 o 0 0 oo 0 0 0 0 0 o 0 o1 0 0 0 0 0 0 td td21 t t t o o o t d t2

37777777777777777777775Determinant :n >= 5(1� s1t1 ) (( dYl_=1 td+1�l_) d t2 � t ( dYl_=1 td+1�l_) ( d+1Xl_=2 td+2�l_))� (s12 � t1 s1) 0@( dYl_=1 td+1�l_)� t ( dYl_=1 td+1�l_) 0@d+1Xl_=2 1td+2�l_1A1A> DBform(d+2,[[col[1],1],[col[d+2],[[1,d*t� 2],[ 2..d+1,t[i-1]�2],[d+2,d*s� 2]]],[diag,[2..d+1,t[i-1]]],[row[1],[2..d+1,t]],[row[d+2],[2..d+1,s]]],print,check);Matrix :



B.1. THE FRAMEFORMS PACKAGE 14526666666666666666664
1 t t o o o t d t21 t1 0 0 0 0 0 t121 0 t2 0 0 0 0 t22o 0 0 o 0 0 0 oo 0 0 0 o 0 0 oo 0 0 0 0 o 0 o1 0 0 0 0 0 td td21 s s o o o s d s2

37777777777777777775Determinant :n >= 4(� ts + 1) (( dYl_=1 td+1�l_) d s2 � s ( dYl_=1 td+1�l_) ( d+1Xl_=2 td+2�l_))� (�d s t+ d t2) 0@( dYl_=1 td+1�l_)� s ( dYl_=1 td+1�l_) 0@d+1Xl_=2 1td+2�l_1A1A> DBform(n,[ [row[2],[[1..1,d],[2..2,a],[3..3,b],[4..4,d],[5..5,c],[6..n,d]] ],[row[5],[[1..2,e],[3..3,b],[4..4,e],[5..5,a],[6..n,e]] ],[col[3],[[1..2,b],[3..3,a],[4..n,b]] ],[col[5], [[1..4,c],[5..5,a],[6..n,c]] ] , [diag,a] ],print,check);Matrix :26666666666666666666666666664

a 0 b 0 c 0 0 0 0 0 0d a b d c d d o o o d0 0 a 0 c 0 0 0 0 0 00 0 b a c 0 0 0 0 0 0e e b e a e e o o o e0 0 b 0 c a 0 0 0 0 00 0 b 0 c 0 a 0 0 0 00 0 o 0 o 0 0 o 0 0 00 0 o 0 o 0 0 0 o 0 00 0 o 0 o 0 0 0 0 o 00 0 b 0 c 0 0 0 0 0 a

37777777777777777777777777775Determinant :n >= 6(�b+ a) (a(n�1) + c e a(n�4) n d� c e a(�3+n) n� 3 c e a(n�4) d+ 2 a(�3+n) c e) + a(n�2) b (a� c)



146 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESSee Also: FRAMEFORMS, FRAMEFORMS[Arrow], FRAMEFORMS[Rform]Function: FRAMEFORMS[Frameform] - determinant of an arbi-trary frame form matrixCalling Sequence:Frameform(n, specL)Frameform(n, specL, print)Frameform(n, specL, check) or Frameform(n, specL, check[k])Frameform(n, specL, print, check) or Frameform(n, specL, print, check[k])Parameters:n - order of determinant (positive integer or symbolic expression of the form n+d,dinteger)specL - speci�cation of the frame form matrix (see FrameformMatrix for details)print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function Frameform computes a formula for the determinant of the speci�ed frame form matrix.If necessary, the valid range for the formula is displayed. This is the most general function in thispackage; it determines the type of the frame form (e.g. arrow type or form7 type, etc.) and calls theappropriate function.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed arrow shaped matrix before returning the determinantformula.� The command with(FRAMEFORMS) or with(FRAMEFORMS, Frameform) allows the abbreviatedform of this command after setting the libname appropriately.Examples:> with(FRAMEFORMS):> Frameform(n,[ [cdiag[1],1],[col[n],2],[row[n],[1..n-1,b]] ],print,check);Matrix :



B.1. THE FRAMEFORMS PACKAGE 14726666666666666664
0 0 0 0 0 1 20 0 0 0 1 0 20 0 0 o 0 0 o0 0 o 0 0 0 o0 o 0 0 0 0 o1 0 0 0 0 0 2b b o o o b 2

37777777777777775Determinant :n >= 32 (�1)(n+
oor(1=2n)) (�1 + b n� b)> Frameform(n,[ [diag,1],[col[1],[2..n,i]],[col[n],[1..n-1,x^2]] ],print,check[9]);Matrix :26666666666666664
1 0 0 0 0 0 x22 1 0 0 0 0 x2o 0 o 0 0 0 oo 0 0 o 0 0 oo 0 0 0 o 0 on� 1 0 0 0 0 1 x2n 0 0 0 0 0 1

37777777777777775Determinant :n >= 31� x2 n> Frameform(n,[[row[3],3],[col[n-2],[[1..3,3],[ 4..n,n-2]]],[diag,i]],print,check);Matrix :26666666666666666666666666664

1 0 0 0 0 0 0 0 3 0 00 2 0 0 0 0 0 0 3 0 03 3 3 3 3 o o o 3 3 30 0 0 4 0 0 0 0 n� 2 0 00 0 0 0 5 0 0 0 n� 2 0 00 0 0 0 0 o 0 0 o 0 00 0 0 0 0 0 o 0 o 0 00 0 0 0 0 0 0 o o 0 00 0 0 0 0 0 0 0 n� 2 0 00 0 0 0 0 0 0 0 n� 2 n� 1 00 0 0 0 0 0 0 0 n� 2 0 n

37777777777777777777777777775



148 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESDeterminant :n >= 8�(n+ 1)See Also: FRAMEFORMS



B.2. THE ALTERNANT PACKAGE 149B.2 The ALTERNANT packageThis is the tutorial to the ALTERNANT package which is also available as on�line documentation.Help For: Introduction to the ALTERNANT packageCalling Sequence:function(args)ALTERNANT[function](args)Description:� To use an ALTERNANT function, either de�ne that function alone using the command with(ALTER-NANT, function), or de�ne all ALTERNANT functions using the command with(ALTERNANT).Alternatively, invoke the function using the long form ALTERNANT[function]. This long form notationis necessary whenever there is a con�ict between a package function name and another function usedin the same session.� The functions available are: Alternant, AlternantMatrix, DP, CSF, evalcsf, CSFcofactorMatrix, ESF,ESFcofactorMatrix, S_to_esf, evalesf, DoubleAlternant, DoubleAlternantMatrix, DoubleAlternantCo-factorMatrix, TrigAlternant� This package provides a number of functions computing the determinant of an alternant ( a matrixwith columns generated by di�erent functions (polynomials) in variables x[i] ). Di�erent methods canbe used to obtain results with di�erent representation of the symmetric sum which is cofactor of thedi�erence product in every alternant.Unfortunately a formula for an alternant of symbolic order n can only be determined for specialalternants:e.g. alternants with maximum degree of n+k (k integer) for the generating polynomial(s).� For more information on a particular function, see ?ALTERNANT[function].See Also: FRAMEFORMS, HESSENBERGandCONTINUANT, SYMMETRICFunction: ALTERNANT[AlternantMatrix] - matrix of the speci�ed alternantCalling Sequence:AlternantMatrix(n,x,F)Parameters:n - alternant order (symbolic or integer value)x - variable base name (for variables x[1],..,x[n])F - list of piecewise function speci�cations speci�ying the alternant (see the Speci�ca-tion for details)method -print - optional display directive



150 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESSpeci�cation:The piecewise speci�cation with column generating functions should look like this:[ [1..p1,f_1], [p1+1..p2,f_2], ... , [p_k+1..n,f_k] ]with 1 <= p1 < p2 < ... < p_k <= n.The positions p have to be integers, in the symbolic case of the form d or n-d, with d posint.The functions f in each interval have to be polynomials in x[i] of the formPkl=1 (cl xiql + dl xi(a j+pl))with c_l, d_l integer or variables distinct from i; q_l, p_l integer and k,a posint.That is, a sublist L=[p1..p2,x[i]^j +1] in the piecewise function speci�cation list means, that the column p1is generated by the function x[i]^p1 +1 and so on until the column p2 which is generated by the functionx[i]^p2 +1.Short Cuts:� If the matrix is generated by a single generating function f, we may write f instead of [[1..n,f]].� If an interval contains only one element, we may write [p,f] instead of [p..p,f].Description:� The function AlternantMatrix returns the matrix of the speci�ed alternant.� Note, that for symbolic alternant order, the returned matrix should be used for illustrative purposesonly, since the dots "o" used to abbreviate the symbolic case are treated as usual matrix entries byMaple in any further computation.� This function is part of the ALTERNANT package and so can be used in the form AlternantMatrix(..)only after setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,AlternantMatrix).Examples:> with(ALTERNANT):> AlternantMatrix(4,x,x[i]^j);26666664 x1 x12 x13 x14x2 x22 x23 x24x3 x32 x33 x34x4 x42 x43 x44
37777775



B.2. THE ALTERNANT PACKAGE 151> AlternantMatrix(n,x,[[1..2,x[i]^(j-1)],[3..n- 1,x[i]^j],[n..n,4*x[i]^2]]);26666666666666666666664
1 x1 x13 x14 o o x1(n�2) x1(n�1) 4x121 x2 x23 x24 o o x2(n�2) x2(n�1) 4x221 x3 x33 x34 o o x3(n�2) x3(n�1) 4x321 x4 x43 x44 o o x4(n�2) x4(n�1) 4x42o o o o o o o o oo o o o o o o o o1 xn�2 xn�23 xn�24 o o xn�2(n�2) xn�2(n�1) 4xn�221 xn�1 xn�13 xn�14 o o xn�1(n�2) xn�1(n�1) 4xn�121 xn xn3 xn4 o o xn(n�2) xn(n�1) 4xn2

37777777777777777777775> AlternantMatrix(5,x,[[1..3,1+x[i]^j],[4..5,a- b*x[i]^(j+1)+x[i]]]);26666666664 1 + x1 1 + x12 1 + x13 a� b x15 + x1 a� b x16 + x11 + x2 1 + x22 1 + x23 a� b x25 + x2 a� b x26 + x21 + x3 1 + x32 1 + x33 a� b x35 + x3 a� b x36 + x31 + x4 1 + x42 1 + x43 a� b x45 + x4 a� b x46 + x41 + x5 1 + x52 1 + x53 a� b x55 + x5 a� b x56 + x5
37777777775See Also: ALTERNANT[Alternant]Function: ALTERNANT[Alternant] - determinant of a speci�ed alternantCalling Sequence:Alternant(n,x,F)Alternant(n,x,F,method)Alternant(n,x,F,print)Alternant(n,x,F,check)Alternant(n,x,F,method,print)Alternant(n,x,F,method,check)Alternant(n,x,F,method,print,check)Parameters:n - alternant order (symbolic or integer value)x - variable base name (for variables x[1],..,x[n])F - list of piecewise function speci�cations speci�ying the alternant (see the Speci�ca-tion for details)method - optional computation directive: esf, csf or normalprint - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)



152 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESDescription:� The function Alternant tries to compute the determinant formula of the speci�ed alternant. If necessary,the valid range of the formula is displayed..� If the optional directive esf is given, it is tried to compute a elementary symmetric function rep-resentation of the determinant formula. For symbolic alternant order, this is only possible for thefollowing types of alternants: The Alternant has maximum degree of n+d, d integer and the speci�-cation list F is of the form: Either the sublist [p..n-q,f] specifying the in�nite intervall, we require fto be a monomial or we have the form [[1::n; c1 xi(j+k1) + c2 xi(j+k2)]], c1,c2,k1,k2 integer or the formhh1::n; c xi(j+d) + �Pkl=1 cl xiql�ii with c,d,k,c_l,q_l integer.� If the optional directive csf is given, it is tried to compute a complete symmetric function representationof the determinant formula. For symbolic alternant order, this is only possible for the following typeof function speci�cation: [1::n � p; c xi(j+k)] has to be the �rst sublist, followed by arbitrary othersublists.� If the optional directive normal is given, it is tried to compute a formula via clever factoring or simulationof column operations. We require that the de�nition is complete, not piecewise, i.e. of the form [[1..n,f]].The maximum degree of f should be n+k, k integer. For this method only, we also allow generatingfunctions of the form q(xi) p(xi)l(j) with q(x[i]),p(x[i]) polynomials of �nite degree independent of jand l(j) = k j + d k,d integer.� If no directive concerning the computation method is given, it is tried to use the most appropriate foreach special input.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a �nite order matrix is computed using the standart det function and is compared withthe value of the output formula for the same order. Default for the check order is 4 and can be set toan arbitrarily large value using check[k]. If the output formula is only valid for higher orders, the checkorder is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed alternant matrix before returning the determinantformula.� This function is part of the ALTERNANT package and so can be used in the form Alternant(..)only after setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,Alternant).Examples:> with(ALTERNANT):> Alternant(n,x,[[1..n-2,3*x[i]^(j-2)],[n-1..n, 2+a*x[i]^j]],esf,check);formula valid for ; 2 < n13 0@ nYk_=1 1xk_1A 3(n�1) a2 (S(2; n; x)2 � S(1; n; x) S(3; n; x))ALTERNANTDP (n; x; xi)> Alternant(n,x,x[i]^(j-1)+x[i]^j,esf,check);((�1)n S(n; n; x)� (�1)n ( n�1Xl_=0S(n� 1� l_; n; x) (�1)l_))ALTERNANTDP (n; x; xi)



B.2. THE ALTERNANT PACKAGE 153> Alternant(n,x, 2+x[i]^j+a*x[i]^3,esf,check);(�1)n (S(n; n; x) + a S(n; n; x)� 2 ( n�1Xl_=0 S(l_; n; x)))ALTERNANTDP (n; x; xi)> Alternant(n,x,1+x[i]^3+x[i]^j,normal,check);nXl_=1(�1)(l_+1) (1 + xl_3 + xl_) ( l_�1Yk_=1xk_) ( nYk_=l_+1xk_) ( l_�1Yk_=1 (xk_ � 1)) ( nYk_=l_+1 (xk_ � 1))0@l_�1Yi_=1 ( l_�1Yj_=i_+1 (xj_ � xi_)) ( nYj_=l_+1 (xj_ � xi_))1A ( nYi_=l_+1 ( nYj_=i_+1 (xj_ � xi_)))> Alternant(n,x,[[1..n-1,2*x[i]^(j)],[n..n,a*x[ i]^n-x[i]^(n+1)]],csf,check);formula valid for ; 1 < n(�2(n�1) ( nYl_=1xl_) csf(1; n; x) + 2(n�1) a ( nYl_=1xl_))ALTERNANTDP (n; x; xi)> Alternant(n,x,(x[i]+2)*(a+b*x[i]+c*x[i]^2)^j, normal);0@ nYk_=1 (xk_ + 2) (a+ b xk_ + c xk_2)1A ALTERNANTDP (n; x; a+ b xi + c xi2)> Alternant(n+2,y, l*y[i]^j,print,check);Matrix :26666666666664
l y1 l y12 o o l y1(n+1) l y1(n+2)l y2 l y22 o o l y2(n+1) l y2(n+2)o o o o o oo o o o o ol yn+1 l yn+12 o o l yn+1(n+1) l yn+1(n+2)l yn+2 l yn+22 o o l yn+2(n+1) l yn+2(n+2)

37777777777775Determinant :l(n+3) ( n+2Yk_=1 yk_)ALTERNANTDP (n+ 2; y; yi)lSee Also: ALTERNANT[AlternantMatrix], ALTERNANT[ESFcofactorMatrix], ALTER-NANT[CSFcofactorMatrix], ALTERNANT[DP]Function: ALTERNANT[DP] - computes the di�erence product of a given func-tionCalling Sequence:DP(n,x,f)DP(n,x,f)



154 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESParameters:n - order of the di�erence product (symolic or integer value)x - variable base name (for variables x[1],..,x[n])f - polynomial in x[i]Description:� The function DP computes the di�erence product prod_{i<j} (f(x_j)-f(x_i)).� If an integer value for n is given, DP evaluates the di�erence product of order n. Otherwise DP returnsthe unevaluated di�erence product of symbolic order n.� This function is part of the ALTERNANT package and so can be used in the form DP(..) only aftersetting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,DP).Examples:> with(ALTERNANT):> DP(n,x,x[i]); nYi1=1  nYi2=i1+1 (xi2 � xi1)!> DP(4,x,x[i]); (x2 � x1) (x3 � x1) (x4 � x1) (x3 � x2) (x4 � x2) (x4 � x3)> DP(n,x,2*x[i]^2-x[i]+3);nYi1=1  nYi2=i1+1 (2xi22 � xi2 � 2xi12 + xi1)!See Also: ALTERNANT[Alternant], ALTERNANT[DoubleAlternant]Function: ALTERNANT[CSF] - complete symmetric functionCalling Sequence:CSF(k,n,x)Parameters:k - order of complete symmetric functionn - number of variables k <= n , n nonnegint, k integer)x - base name of variables (i.e. we have variables x[1],x[2],..,x[n] )



B.2. THE ALTERNANT PACKAGE 155Description:� The function CSF computes the kth complete symmetric function of the variables x[1],x[2],..,x[n]. Thekth complete symmetric function of the variables x[1],x[2],..,x[n]. is de�ned recursively as: CSF(k,n,x)= x[n]*CSF(k-1,n,x) + CSF(k,n-1,x) with CSF(0,n)=1 and CSF(k,n)=0 for k negint.� This function is part of the ALTERNANT package and so can be used in the form CSF(..) only aftersetting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,CSF).Examples:> with(ALTERNANT):> CSF(2,3,x); x32 + x3 x2 + x3 x1 + x22 + x2 x1 + x12> CSF(4,2,x); x24 + x23 x1 + x22 x12 + x2 x13 + x14> CSF(3,3,x);x33 + x32 x2 + x32 x1 + x3 x22 + x1 x2 x3 + x3 x12 + x23 + x22 x1 + x2 x12 + x13> CSF(1,5,x); x5 + x4 + x3 + x2 + x1> CSF(0,7,x); 1> CSF(-1,5,x); 0See Also: ALTERNANT[ESF], ALTERNANT[Alternant]Function: ALTERNANT[evalcsf] - evaluate an expression containing unevalu-ated complete symmetric function calls csf(..)Calling Sequence:evalcsf(expr)Parameters:expr - expression containing unevaluated esf(..) elementary symmetric function callsDescription:� The function evalcsf computes the expansion of an expression containing unevaluated elementary sym-metric function calls. Each occurrence of csf(k,n,x) is replaced with the evaluated function CSF(k,n,x).� This function is part of the ALTERNANT package and so can be used in the form evalcsf(..) onlyafter setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,evalcsf).



156 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESExamples:> with(ALTERNANT):> evalcsf(csf(2,4,x));x42 + x4 x3 + x4 x2 + x4 x1 + x32 + x3 x2 + x3 x1 + x22 + x2 x1 + x12> evalcsf(csf(3,4,y));y43 + y42 y3 + y42 y2 + y42 y1 + y4 y32 + y4 y3 y2 + y4 y3 y1 + y4 y22 + y4 y2 y1 + y4 y12 + y33 + y32 y2+ y32 y1 + y3 y22 + y3 y2 y1 + y3 y12 + y23 + y22 y1 + y2 y12 + y13> evalcsf(csf(4,3,x));x34 + x33 x2 + x33 x1 + x32 x22 + x32 x2 x1 + x32 x12 + x3 x23 + x3 x22 x1 + x3 x2 x12 + x3 x13 + x24 + x23 x1+ x22 x12 + x2 x13 + x14> expr:=Alternant(4,x,[[1..2,a*x[i]^(j-1)],[3.. 4,-x[i]^(j+1)]],csf);expr := a2 (csf(2; 4; x)2 � csf(3; 4; x) csf(1; 4; x))ALTERNANT=DP(4; x; xi)> evalcsf(expr);a2((x42 + x4 x3 + x4 x2 + x4 x1 + x32 + x3 x2 + x3 x1 + x22 + x2 x1 + x12)2 � (x43 + x42 x3 + x42 x2 + x42 x1+ x4 x32 + x4 x3 x2 + x4 x3 x1 + x4 x22 + x4 x2 x1 + x4 x12 + x33 + x32 x2 + x32 x1 + x3 x22 + x3 x2 x1 + x3 x12+ x23 + x22 x1 + x2 x12 + x13)(x4 + x3 + x2 + x1))ALTERNANT=DP(4; x; xi)See Also: ALTERNANT[CSF], ALTERNANT[Alternant]Function: ALTERNANT[CSFcofactorMatrix] - cofactor of the di�er-ence product of the speci�ed simple alternant (in terms of completesymmetric functions) in matrix formCalling Sequence:CSFcofactorMatrix(n,x,F)Parameters:n - alternant order (symbolic or integer value)x - variable base name (for variables x[1],..,x[n])F - list of piecewise function speci�cations (here we require monomials in x[i] !!) speci-�ying the alternant (see the Speci�cation for details)Description:� The function CSFcofactorMatrix returns the cofactor of the di�erence product in terms of completesymmetric functions of the speci�ed simple alternant (i.e. generating functions have to be monomials)in matrix form. Possible constant factors of the alternant are displayed separately.� Note, that for symbolic alternant order, the returned matrix should be used for illustrative purposesonly, since the dots "o" used to abbreviate the symbolic case are treated as usual matrix entriesby Maple in any further computation.Otherwise, the determinant of the returned matrix multipliedwith the possible constant factor and the di�erence product of the variables x[1],...,x[n] equals thedeterminant of the alternant.



B.2. THE ALTERNANT PACKAGE 157� This function is part of the ALTERNANT package and so can be used in the form CSFcofactorMatrix(..)only after setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,CSFcofactorMatrix).Examples:> with(ALTERNANT):> CSFcofactorMatrix(4,x,[[1..2,x[i]^j],[3..4,x[ i]^(j+1)]]);26666664 csf(1; 4; x) csf(2; 4; x) csf(4; 4; x) csf(5; 4; x)1 csf(1; 4; x) csf(3; 4; x) csf(4; 4; x)0 1 csf(2; 4; x) csf(3; 4; x)0 0 csf(1; 4; x) csf(2; 4; x)
37777775> CSFcofactorMatrix(5,x,[[1..2,a*x[i]^j],[3..4, -x[i]^(j+1)],[5..5,x[i]^3]]);factor of the corresponding determinant : ; a226666666664 csf(1; 5; x) csf(2; 5; x) csf(4; 5; x) csf(5; 5; x) csf(3; 5; x)1 csf(1; 5; x) csf(3; 5; x) csf(4; 5; x) csf(2; 5; x)0 1 csf(2; 5; x) csf(3; 5; x) csf(1; 5; x)0 0 csf(1; 5; x) csf(2; 5; x) 10 0 1 csf(1; 5; x) 0

37777777775> CSFcofactorMatrix(n,x,[[1..n-2,x[i]^(j-1)],[n -1..n,x[i]^(j+1)]]);26666666666666666664
1 csf(1; n; x) o o csf(n� 4; n; x) csf(n� 3; n; x) csf(n; n; x) csf(n+ 1; n; x)0 1 o o csf(n� 5; n; x) csf(n� 4; n; x) csf(n� 1; n; x) csf(n; n; x)0 0 o o csf(n� 6; n; x) csf(n� 5; n; x) csf(n� 2; n; x) csf(n� 1; n; x)o o o o o o o oo o o o o o o o0 0 o o 0 1 csf(3; n; x) csf(4; n; x)0 0 o o 0 0 csf(2; n; x) csf(3; n; x)0 0 o o 0 0 csf(1; n; x) csf(2; n; x)

37777777777777777775See Also: ALTERNANT[Alternant], ALTERNANT[evalcsf]Function: ALTERNANT[ESF] - elementary symmetric functionCalling Sequence:ESF(k,n,x)



158 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESParameters:k - order of elementary symmetric functionn - number of variables (0 <= k <= n ,n integer)x - base name of variables (i.e. we have variables x[1],x[2],..,x[n] )Description:� The function ESF computes the kth elementary symmetric function of the variables x[1],x[2],..,x[n]. Thekth elementary symmetric function of the variables x[1],x[2],..,x[n] is de�ned as sum_{1<= i_1 < i_2 <... < i_k <=n} x[i_1]x[i_2]...x[i_k] .� This function is part of the ALTERNANT package and so can be used in the form ESF(..) only aftersetting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,ESF).Examples:> with(ALTERNANT):> ESF(2,4,x); x1 x2 + x1 x3 + x1 x4 + x2 x3 + x2 x4 + x3 x4> ESF(3,3,x); x1 x2 x3> ESF(0,8,x); 1> ESF(3,6,x);x1 x2 x3 + x1 x2 x4 + x1 x2 x5 + x1 x2 x6 + x1 x3 x4 + x1 x3 x5 + x1 x3 x6 + x1 x4 x5 + x1 x4 x6 + x1 x5 x6+ x2 x3 x4 + x2 x3 x5 + x2 x3 x6 + x2 x4 x5 + x2 x4 x6 + x2 x5 x6 + x3 x4 x5 + x3 x4 x6 + x3 x5 x6 + x4 x5 x6See Also: ALTERNANT[CSF], ALTERNANT[Alternant], ALTERNANT[evalesf]Function: ALTERNANT[ESFcofactorMatrix] - cofactor of the di�erence productof the speci�ed simple alternant (in terms of elementary symmetric functions)in matrix formCalling Sequence:ESFcofactorMatrix(n,x,F)Parameters:n - alternant order (symbolic or integer value)x - variable base name (for variables x[1],..,x[n])F - list of piecewise function speci�cations (here we require monomials in x[i] !!) speci-�ying the alternant (see the Speci�cation for details)



B.2. THE ALTERNANT PACKAGE 159Description:� The function ESFcofactorMatrix returns the cofactor of the di�erence product in terms of elementarysymmetric functions of the speci�ed simple alternant (i.e. generating functions have to be monomials)in matrix form. Possible factors of the alternant are displayed separately.� Note, that for symbolic alternant order, the returned matrix should be used for illustrative purposesonly, since the dots "o" used to abbreviate the symbolic case are treated as usual matrix entriesby Maple in any further computation.Otherwise, the determinant of the returned matrix multipliedwith the possible constant factor and the di�erence product of the variables x[1],...,x[n] equals thedeterminant formula of the alternant.� This function is part of the ALTERNANT package and so can be used in the form ESFcofactorMatrix(..)only after setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,ESFcofactorMatrix).Examples:> with(ALTERNANT):> ESFcofactorMatrix(5,x,[[1..3,x[i]^(j-1)],[4.. 5,x[i]^(j+1)]]);26666666666666664
1 0 0 0 0 0 00 1 0 0 0 0 00 0 1 0 0 0 00 0 0 0 0 1 00 0 0 0 0 0 1S(5; 5; x) S(4; 5; x) S(3; 5; x) S(2; 5; x) S(1; 5; x) S(0; 5; x) 00 S(5; 5; x) S(4; 5; x) S(3; 5; x) S(2; 5; x) S(1; 5; x) S(0; 5; x)

37777777777777775> ESFcofactorMatrix(4,x,[[1..3,2*x[i]^(j+3)],[4 ..4,-x[i]^(j-3)]]);26666666666666664
0 0 0 0 2 0 00 0 0 0 0 2 00 0 0 0 0 0 20 �1 0 0 0 0 0S(4; 4; x) S(3; 4; x) S(2; 4; x) S(1; 4; x) S(0; 4; x) 0 00 S(4; 4; x) S(3; 4; x) S(2; 4; x) S(1; 4; x) S(0; 4; x) 00 0 S(4; 4; x) S(3; 4; x) S(2; 4; x) S(1; 4; x) S(0; 4; x)

37777777777777775> ESFcofactorMatrix(n,x,[[1..1,x[i]^(j-1)],[2.. 2,x[i]^2],[3..n,j*x[i]^j]]);



160 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES2666666666666666666666666664
1 0 0 0 0 0 0 0 0 0 00 0 1 0 0 0 0 0 0 0 00 0 0 3 0 0 0 0 0 0 00 0 0 0 4 0 0 0 0 0 00 0 0 0 0 o 0 0 0 0 00 0 0 0 0 0 o 0 0 0 00 0 0 0 0 0 0 n� 3 0 0 00 0 0 0 0 0 0 0 n� 2 0 00 0 0 0 0 0 0 0 0 n� 1 00 0 0 0 0 0 0 0 0 0 nS(n; n; x) S(n� 1; n; x) S(n� 2; n; x) S(n � 3; n; x) S(n� 4; n; x) o o S(3; n; x) S(2; n; x) S(1; n; x) S(0; n; x)

3777777777777777777777777775See Also: ALTERNANT[Alternant], ALTERNANT[S_to_esf], ALTERNANT[evalesf]Function: ALTERNANT[S_to_esf] - replace S(k,n,x) with (-1)^k*esf(k,n,x)Calling Sequence:S_to_esf(expr)Parameters:expr - expression (or matrix) containing unevaluated S(..) functions.Description:� The function S_to_esf substitutes the longer form (-1)^k*esf(k,n,x) for the abbreviation S(k,n,x). Theabbreviation is often used to make the output more readable. If n is integer then the expanded outputfor the expression containing elementary symmetric function can be obtained using the ALTERNANTpackage function evalesf.� This function is part of the ALTERNANT package and so can be used in the form S_to_esf(..)only after setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,S_to_esf).Examples:> with(ALTERNANT):> S_to_esf( sum(S(l,4,x),l=0..4) );esf(0; 4; x) � esf(1; 4; x) + esf(2; 4; x) � esf(3; 4; x) + esf(4; 4; x)> S_to_esf( S(n-2,n,x)*S(3,n,x)-S(0,n,x) );�(�1)n esf(n� 2; n; x) esf(3; n; x)� esf(0; n; x)> expr:=Alternant(n,x,[[1..2,2*x[i]^(j-1)],[3.. n,-x[i]^(j+1)]]);formula valid for ; 2 < nexpr := �4 (�1)(n+1) (S(n� 2; n; x)2 � S(n� 3; n; x) S(n� 1; n; x))ALTERNANT=DP(n; x; xi)



B.2. THE ALTERNANT PACKAGE 161> S_to_esf(expr);4 (�1)n (esf(n� 2; n; x)2 � esf(n� 3; n; x) esf(n� 1; n; x))ALTERNANT=DP(n; x; xi)> evalesf(S_to_esf(-S(1,3,x)+S(2,3,x)^2));x1 + x2 + x3 + (x3 x1 + x3 x2 + x2 x1)2See Also: ALTERNANT[ESFcofactorMatrix], ALTERNANT[ESF], ALTERNANT[evalesf],ALTERNANT[Alternant]Function: ALTERNANT[evalesf] - evaluate an expression containing unevalu-ated elementary symmetric function calls esf(..)Calling Sequence:evalesf(expr)Parameters:expr - expression containing unevaluated esf(..) elementary symmetric function callsDescription:� The function evalesf computes the expansion of an expression containing unevaluated elementary sym-metric function calls. Each occurrence of esf(k,n,x) is replaced with the evaluated function ESF(k,n,x).� This function is part of the ALTERNANT package and so can be used in the form evalesf(..) onlyafter setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,evalesf).Examples:> with(ALTERNANT):> evalesf(esf(2,4,x));x2 x1 + x3 x1 + x3 x2 + x4 x1 + x4 x2 + x4 x3> evalesf(esf(4,5,y)+esf(2,5,y));y2 y3 y4 y5 + y1 y3 y4 y5 + y1 y2 y4 y5 + y1 y2 y3 y5 + y1 y2 y3 y4 + y1 y5 + y2 y5 + y3 y5 + y4 y5 + y1 y2+ y1 y3 + y2 y3 + y1 y4 + y2 y4 + y3 y4> expr:=Alternant(5,x,[[1..2,x[i]^j],[3..5,x[i] ^(j+1)]],esf,check);expr := S(5; 5; x) S(3; 5; x)ALTERNANTDP (5; x; xi)> evalesf(S_to_esf(expr));x1 x2 x3 x4 x5(x4 x3 x1 + x1 x3 x5 + x1 x4 x5 + x4 x3 x2 + x2 x3 x5 + x2 x4 x5 + x3 x4 x5 + x4 x2 x1 + x1 x2 x5 + x3 x2 x1)(x2 � x1) (x3 � x1) (x4 � x1) (x5 � x1) (x3 � x2) (x4 � x2) (x5 � x2) (x4 � x3) (x5 � x3) (x5 � x4)



162 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESSee Also: ALTERNANT[ESF], ALTERNANT[Alternant] , ALTERNANT[S_to_esf]Function: ALTERNANT[DoubleAlternantMatrix] - matrix of a speci�ed doublealternantCalling Sequence:DoubleAlternantMatrix(n,x,y,F)Parameters:n - alternant order (symbolic or integer value)x - variable base name (for variables x[1],..,x[n])y - variable base name (for variables y[1],..,y[n])F - generating function speci�ying the double alternant of the forms:For integer orders, F has to be a polynomial in x[i] and y[j],For symbolic order, we require one of the following forms:- (a xi + b yj)k with k<=n , a,b integer (or integer variables);- Sum(Pdk=1 ck xipk yjqk ,l=s..n) with 0<=s<=n , d posint, c[k] integer (variables)and p[k]= l | n-l | a , 0<=a<=nq[k]= l | n-l | b , 0<=b<=n.- Sum( Pdk=1 ck xipk yjqk ,l=s..n-1) with 0<=s<=n-1 , d posint, c[k] integer (vari-ables)and p[k]= l | n-l-1 | a , 0<=a<=n-1q[k]= l | n-l-1 | b , 0<=b<=n-1.Description:� The function DoubleAlternantMatrix returns the matrix of the speci�ed double alternant.� For symbolic orders, the resulting matrix should be used for illustraive purposes only, since Mapletreats the dots 'o' abbreviating the symbolic order as usual matrix entries.� This function is part of the ALTERNANT package and so can be used in the form DoubleAlternantMa-trix(..) only after setting the libname appropriately and performing the command with(ALTERNANT)or with(ALTERNANT,DoubleAlternantMatrix).Examples:> with(ALTERNANT):> DoubleAlternantMatrix(4,x,y,Sum(2*x[i]^l*y[j] ^l,l=0..4));26666666666666664
4Xl=0 (2x1l y1l) 4Xl=0 (2x1l y2l) 4Xl=0 (2x1l y3l) 4Xl=0 (2x1l y4l)4Xl=0 (2x2l y1l) 4Xl=0 (2x2l y2l) 4Xl=0 (2x2l y3l) 4Xl=0 (2x2l y4l)4Xl=0 (2x3l y1l) 4Xl=0 (2x3l y2l) 4Xl=0 (2x3l y3l) 4Xl=0 (2x3l y4l)4Xl=0 (2x4l y1l) 4Xl=0 (2x4l y2l) 4Xl=0 (2x4l y3l) 4Xl=0 (2x4l y4l)

37777777777777775



B.2. THE ALTERNANT PACKAGE 163> DoubleAlternantMatrix(n,x,y,Sum(x[i]^l*y[j]^l ,l=0..n));2666666666666666666666666666664

nXl=0 x1l y1l nXl=0 x1l y2l nXl=0 x1l y3l o o nXl=0 x1l yn�2l nXl=0 x1l yn�1l nXl=0 x1l ynlnXl=0 x2l y1l nXl=0 x2l y2l nXl=0 x2l y3l o o nXl=0 x2l yn�2l nXl=0 x2l yn�1l nXl=0 x2l ynlnXl=0 x3l y1l nXl=0 x3l y2l nXl=0 x3l y3l o o nXl=0 x3l yn�2l nXl=0 x3l yn�1l nXl=0 x3l ynlo o o o o o o oo o o o o o o onXl=0 xn�2l y1l nXl=0 xn�2l y2l nXl=0 xn�2l y3l o o nXl=0 xn�2l yn�2l nXl=0 xn�2l yn�1l nXl=0 xn�2l ynlnXl=0 xn�1l y1l nXl=0 xn�1l y2l nXl=0 xn�1l y3l o o nXl=0 xn�1l yn�2l nXl=0 xn�1l yn�1l nXl=0 xn�1l ynlnXl=0 xnl y1l nXl=0 xnl y2l nXl=0 xnl y3l o o nXl=0 xnl yn�2l nXl=0 xnl yn�1l nXl=0 xnl ynl

3777777777777777777777777777775> DoubleAlternantMatrix(n,x,y,(x[i]+y[j])^n);26666666666666666664
(x1 + y1)n (x1 + y2)n (x1 + y3)n o o (x1 + yn�2)n (x1 + yn�1)n (x1 + yn)n(x2 + y1)n (x2 + y2)n (x2 + y3)n o o (x2 + yn�2)n (x2 + yn�1)n (x2 + yn)n(x3 + y1)n (x3 + y2)n (x3 + y3)n o o (x3 + yn�2)n (x3 + yn�1)n (x3 + yn)no o o o o o o oo o o o o o o o(xn�2 + y1)n (xn�2 + y2)n (xn�2 + y3)n o o (xn�2 + yn�2)n (xn�2 + yn�1)n (xn�2 + yn)n(xn�1 + y1)n (xn�1 + y2)n (xn�1 + y3)n o o (xn�1 + yn�2)n (xn�1 + yn�1)n (xn�1 + yn)n(xn + y1)n (xn + y2)n (xn + y3)n o o (xn + yn�2)n (xn + yn�1)n (xn + yn)n

37777777777777777775See Also: ALTERNANT[DoubleAlternant]Function: ALTERNANT[DoubleAlternant] - determinant of a speci�ed doublealternantCalling Sequence:DoubleAlternant(n,x,y,F)DoubleAlternant(n,x,y,F,print)DoubleAlternant(n,x,y,F,check)DoubleAlternant(n,x,y,F,print,check)



164 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESParameters:n - alternant order (symbolic or integer value)x - variable base name (for variables x[1],..,x[n])y - variable base name (for variables y[1],..,y[n])F - generating function speci�ying the double alternant of the forms:For integer orders, F has to be a polynomial in x[i] and y[j],For symbolic order, we require one of the following forms:- (a xi + b yj)k with k<=n , a,b integer (or integer variables);- Sum(Pdk=1 ck xipk yjqk ,l=s..n) with 0<=s<=n , d posint, c[k] integer (variables)and p[k]= l | n-l | a , 0<=a<=nq[k]= l | n-l | b , 0<=b<=n.- Sum( Pdk=1 ck xipk yjqk ,l=s..n-1) with 0<=s<=n-1 , d posint, c[k] integer (vari-ables)and p[k]= l | n-l-1 | a , 0<=a<=n-1q[k]= l | n-l-1 | b , 0<=b<=n-1.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function DoubleAlternant tries to compute the determinant formula of the speci�ed double alter-nant. If necessary, the valid range of the formula is displayed.� For symbolic double alternant oders, it is tried to reduce the speci�ed double alternant to frame formand to solve it with functions of the FRAMEFORMS package. In the symbolic case, it is necessary,that we have at most two rows and columns and one diagonal in the double alternant's cofactor matrix,otherwise, we cannot compute the alternant.� For integer orders, we simply use the normal det function on the cofactor matrix.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a �nite order matrix is computed using the standard det function and is compared withthe value of the output formula for the same order. Default for the check order is 4 and can be set toan arbitrarily large value using check[k]. If the output formula is only valid for higher orders, the checkorder is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed alternant matrix before returning the determinantformula.� This function is part of the ALTERNANT package and so can be used in the form DoubleAlternant(..)only after setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,DoubleAlternant).Examples:> with(ALTERNANT):> DoubleAlternant(n,x,y,(3*x[i]+2*y[j])^(n-1),c heck);(�1)
oor(1=2n) ( nYl_=1 binomial(n� 1; n� l_) 3(n�l_) 2(�1+l_))ALTERNANTDP (n; x; xi)ALTERNANTDP (n; y; yi)



B.2. THE ALTERNANT PACKAGE 165> DoubleAlternant(n,x,y,(x[i]+y[j])^(n),check);n >= 2(�1)(n+
oor(1=2n)) ( n+1Yl_=1 binomial(n; n� l_+ 1)) 0@n+2Xl_=2 S(n+ 2� l_; n; y) S(�2 + l_; n; x)binomial(n; n+ 2� l_) 1AALTERNANTDP (n; x; xi)ALTERNANTDP (n; y; yi)> DoubleAlternant(n,x,y,Sum(2*x[i]^l*y[j]^l,l=0 ..n),check);2n ( n+2Xl_=2 S(�2 + l_; n; y) S(�2 + l_; n; x))ALTERNANTDP (n; x; xi)ALTERNANTDP (n; y; yi)> DoubleAlternant(n,x,y,Sum(x[i]^l*y[j]^l+a*x[i ]^2*y[j]^l,l=0..n),check);n >= 6�((1 + a) (�( n�1Xl_=2 S(�2 + l_; n; y) S(�2 + l_; n; x)) � S(n; n; x) S(n; n; y)� S(n� 1; n; x) S(n � 1; n; y))� S(n� 2; n; y) (S(n� 2; n; x) � a ( n�1Xl_=2 S(�2 + l_; n; x)) � S(n; n; x) a� S(n� 1; n; x) a))ALTERNANTDP (n; x; xi)ALTERNANTDP (n; y; yi)> DoubleAlternant(n,x,y,Sum(x[i]^l*y[j]^l+x[i]^ l*y[j]^2+a*x[i]^2*y[j]^l,l=0..n-1),check);n >= 3(2 + 2 a� an)ALTERNANTDP (n; x; xi)ALTERNANTDP (n; y; yi)See Also: ALTERNANT[DoubleAlternantMatrix] ALTERNANT[DoubleAlternantCofactorMatrix]ALTERNANT[DP]Function: ALTERNANT[DoubleAlternantCofactorMatrix] - matrix of the co-factor of the di�erence products of the speci�ed double alternantCalling Sequence:DoubleAlternantCofactorMatrix(n,x,y,F)



166 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESParameters:n - alternant order (symbolic or integer value)x - variable base name (for variables x[1],..,x[n])y - variable base name (for variables y[1],..,y[n])F - generating function speci�ying the double alternant of the forms:For integer orders, F has to be a polynomial in x[i] and y[j],For symbolic order, we require one of the following forms:- (a xi + b yj)k with k<=n , a,b integer (or integer variables);- Sum(Pdk=1 ck xipk yjqk ,l=s..n) with 0<=s<=n , d posint, c[k] integer (variables)and p[k]= l | n-l | a , 0<=a<=nq[k]= l | n-l | b , 0<=b<=n.- Sum( Pdk=1 ck xipk yjqk ,l=s..n-1) with 0<=s<=n-1 , d posint, c[k] integer (vari-ables)and p[k]= l | n-l-1 | a , 0<=a<=n-1q[k]= l | n-l-1 | b , 0<=b<=n-1.Description:� The function DoubleAlternantCofactorMatrix returns the matrix of the cofactor of the di�erence prod-ucts of the determinant formula of the speci�ed double alternant. A possible sign factor is multipliedto the �rst row.� For symbolic orders, the resulting matrix should be used for illustraive purpuses only, since Mapletreats the dots 'o' abbreviating the symbolic order as usual matrix entries.� The possible sign factor is multiplied to the �rst row of the matrix, such that for integer orders, weindeed get the cofactor of the di�erence products DP(n,x,x[i])*DP(n,y,y[i]) if we apply Maples detfunction on the resulting matrix.� This function is part of the ALTERNANT package and so can be used in the form DoubleAlter-nantCofactorMatrix(..) only after setting the libname appropriately and performing the commandwith(ALTERNANT) or with(ALTERNANT,DoubleAlternantCofactorMatrix).Examples:> with(ALTERNANT):> DoubleAlternantCofactorMatrix(n,x,y,(x[i]+y[j ])^n);26666666666666664
0 0 0 0 0 �binomial(n; n) �S(n; n; y)0 0 0 0 binomial(n; n� 1) 0 S(n� 1; n; y)0 0 0 o 0 0 o0 0 o 0 0 0 o0 o 0 0 0 0 obinomial(n; 0) 0 0 0 0 0 S(0; n; y)S(n; n; x) S(n� 1; n; x) o o o S(0; n; x) 0

37777777777777775



B.2. THE ALTERNANT PACKAGE 167> DoubleAlternantCofactorMatrix(n,x,y,Sum(x[i]^ l*y[j]^l+y[j]^l*x[i],l=0..n));26666666666666666666664
�1 �1 0 0 0 0 0 0 �S(n; n; y)0 2 0 0 0 0 0 0 S(n� 1; n; y)0 1 1 0 0 0 0 0 S(n� 2; n; y)0 1 0 1 0 0 0 0 S(n� 3; n; y)0 o 0 0 o 0 0 0 o0 o 0 0 0 o 0 0 o0 o 0 0 0 0 o 0 o0 1 0 0 0 0 0 1 S(0; n; y)S(n; n; x) S(n� 1; n; x) S(n� 2; n; x) S(n� 3; n; x) o o o S(0; n; x) 0

37777777777777777777775> DoubleAlternantCofactorMatrix(5,x,y,sum(x[i]^ (5-l)*y[j]^l+2*x[i]^2*y[j]^l,l=0..5));26666666666666664
0 0 �2 0 0 �1 �S(5; 5; y)0 0 2 0 1 0 S(4; 5; y)0 0 2 1 0 0 S(3; 5; y)0 0 3 0 0 0 S(2; 5; y)0 1 2 0 0 0 S(1; 5; y)1 0 2 0 0 0 S(0; 5; y)S(5; 5; x) S(4; 5; x) S(3; 5; x) S(2; 5; x) S(1; 5; x) S(0; 5; x) 0

37777777777777775> DoubleAlternantCofactorMatrix(5,x,y,sum(x[i]^ l*y[j]^l,l=0..6));26666666666666666666664
1 0 0 0 0 0 0 S(5; 5; y) 00 1 0 0 0 0 0 S(4; 5; y) S(5; 5; y)0 0 1 0 0 0 0 S(3; 5; y) S(4; 5; y)0 0 0 1 0 0 0 S(2; 5; y) S(3; 5; y)0 0 0 0 1 0 0 S(1; 5; y) S(2; 5; y)0 0 0 0 0 1 0 S(0; 5; y) S(1; 5; y)0 0 0 0 0 0 1 0 S(0; 5; y)S(5; 5; x) S(4; 5; x) S(3; 5; x) S(2; 5; x) S(1; 5; x) S(0; 5; x) 0 0 00 S(5; 5; x) S(4; 5; x) S(3; 5; x) S(2; 5; x) S(1; 5; x) S(0; 5; x) 0 0

37777777777777777777775See Also: ALTERNANT[DP], ALTERNANT[DoubleAlternant]Function: ALTERNANT[TrigAlternant] - determinant of a simple trigonometricalternantCalling Sequence:TrigAlternant(n,x,F)



168 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESParameters:n - alternant order (symbolic or integer value)x - variable base name (for variables x[1],..,x[n])f - list of the form sin((j � k1 )xi + d1 ) or cos((j � k2 )xi + d2 ) with d1,d2 integer (orinteger variables), k1 nonnegint and k2 posint.print - optional display directiveDescription:� The function TrigAlternant computes the determinant formula of the speci�ed simple trigonometricalternant.� The directive print (optional) prints the speci�ed alternant matrix before returning the determinantformula.� This function is part of the ALTERNANT package and so can be used in the form TrigAlternant(..)only after setting the libname appropriately and performing the command with(ALTERNANT) orwith(ALTERNANT,TrigAlternant).Examples:> with(ALTERNANT):> TrigAlternant(n,x,sin(j*x[i]));2 2(1=2 (n+1) (n�2)) ( nYl_=1 sin(xl_)) ( nYl_=1 ( nYk_=l_+1 (cos(xk_)� cos(xl_))))> TrigAlternant(n+2,y,cos((j-1)*y[i]+k),print);26666666666664
cos(k) cos(y1 + k) o o cos(n y1 + k) cos((n+ 1) y1 + k)cos(k) cos(y2 + k) o o cos(n y2 + k) cos((n+ 1) y2 + k)o o o o o oo o o o o ocos(k) cos(yn+1 + k) o o cos(n yn+1 + k) cos((n+ 1) yn+1 + k)cos(k) cos(yn+2 + k) o o cos(n yn+2 + k) cos((n+ 1) yn+2 + k)

377777777777754 2(1=2 (n+3) (n�2)) 0@n+2Yl_=1 cos(k) cos(yl_)� sin(k) sin(yl_)cos(yl_) 1A ( n+2Yl_=1 ( n+2Yk_=l_+1 (cos(yk_)� cos(yl_))))See Also: ALTERNANT[DP]



B.3. THE HESSENBERGANDCONTINUANT PACKAGE 169B.3 The HESSENBERGandCONTINUANT packageThis is the tutorial to the HESSENBERGandCONTINUANT package which is also available as on�linedocumentation.Help For: Introduction to the HESSENBERGandCONTINUANT packageCalling Sequence:function(args)HESSENBERGandCONTINUANT[function](args)Description:� To use a HESSENBERGandCONTINUANT function, either de�ne that function alone using the com-mand with(HESSENBERGandCONTINUANT, function), or de�ne all HESSENBERGandCONTIN-UANT functions using the command with(HESSENBERGandCONTINUANT). Alternatively, invokethe function using the long form HESSENBERGandCONTINUANT[function]. This long form nota-tion is necessary whenever there is a con�ict between a package function name and another functionused in the same session.� The functions available are: Continuant, ContinuantMatrix, HessenbergDet, HessenbergMatrix� This package provides functions to compute a determinant formula for speci�ed Continuants (deter-minants of tridiagonal matrices) and Hessenberg matrices. An explicit formula can only obtained forspecial cases, otherwise a recurrence relation for the determinant is returned.� For more information on a particular function, see HESSENBERGandCONTINUANT[function].See Also: ALTERNANT, FRAMEFORMS, SYMMETRICFunction: HESSENBERGandCONTINUANT[ContinuantMatrix] - matrix of aspeci�ed continuantCalling Sequence:ContinuantMatrix(n, mainDiag, upperDiag, lowerDiag)Parameters:n - continuant order (symbolic or integer value)mainDiag - (possibly piecewise) speci�cation of the main diagonal.e.g. mainDiag = [ [ 1..p1,f1],[p1+1..p2,f2], ... , [n-p_k +1..n,f_k ] ]with f_l functions in i, and p_l integer.Short cut for [[1..n,f]] is simply f and short cut for [...,[p..p,f],...] is [...,[p,f],...]upperDiag - speci�cation of the �rst upper diagonal speci�cation like mainDiag with n-1 as endinterval bound)lowerDiag - speci�cation of the �rst lower diagonal speci�cation like mainDiag with n-1 as endinterval bound)



170 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESDescription:� The function ContinuantMatrix returns the matrix of the speci�ed continuant. If the order is symbolicthen dots "o" are used to abbreviate the symbolic form; thus the returned matrix in this case shouldbe used for illustrative purposes only, since Maple treats the "o"'s as usual matrix entries.� This function is part of the HESSENBERGandCONTINUANT package and so can be used in theform ContinuantMatrix(..) only after setting the libname appropriately and performing the commandwith(HESSENBERGandCONTINUANT) or with(HESSENBERGandCONTINUANT,ContinuantMatrix).Examples:> with(HESSENBERGandCONTINUANT):> ContinuantMatrix(n,x+y,x,y);26666666666664
x+ y x 0 0 o oy o o 0 0 o0 o o o 0 0o 0 o o o 0o 0 0 o o x0 o o 0 y x+ y

37777777777775> ContinuantMatrix(5,[[1..2,c[i]],[3..5,d]], -1, [[1..3,y],[4,z[i]]]);26666666664 c1 �1 0 0 0y c2 �1 0 00 y d �1 00 0 y d �10 0 0 z4 d
37777777775See Also: HESSENBERGandCONTINUANT[Continuant]Function: HESSENBERGandCONTINUANT[Continuant] - determinant of thespeci�ed continuantCalling Sequence:Continuant(n, mainDiag, upperDiag, lowerDiag)Continuant(n, mainDiag, upperDiag, lowerDiag, print)Continuant(n, mainDiag, upperDiag, lowerDiag, check)Continuant(n, mainDiag, upperDiag, lowerDiag, print,check)



B.3. THE HESSENBERGANDCONTINUANT PACKAGE 171Parameters:n - continuant order (symbolic or integer value)mainDiag - (possibly piecewise) speci�cation of the main diagonal.e.g. mainDiag = [ [ 1..p1,f1],[p1+1..p2,f2], ... , [n-p_k +1..n,f_k ] ]with f_l functions in i, and p_l integer.Short cut for [[1..n,f]] is simply f and short cut for [...,[p..p,f],...] is [...,[p,f],...]upperDiag - speci�cation of the �rst upper diagonal speci�cation like mainDiag with n-1 as endinterval bound)lowerDiag - speci�cation of the �rst lower diagonal speci�cation like mainDiag with n-1 as endinterval bound)print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function Continuant returns the determinant formula of the speci�ed Continuant (tridiagonalmatrix). If no explicit formula can be given, a recurrence relation is returned. In some cases, it ispossible to solve that recurrence using Maple's rsolve function.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a �nite order matrix is computed using the standard det function and is compared withthe value of the output formula for the same order. Default for the check order is 4 and can be set toan arbitrarily large value using check[k]. If the output formula is only valid for higher orders, the checkorder is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed continuant matrix before returning the determinantformula.� This function is part of the HESSENBERGandDIAGONAL package and so can be used in the formContinuant(..) only after setting the libname appropriately and performing the commandwith(HESSENBERGandDIAGONAL) or with(HESSENBERGandDIAGONAL,Continuant).Examples:> with(HESSENBERGandCONTINUANT):> Continuant(n,x+y,x,y,print,check); Matrix :26666666666664
x+ y x 0 0 o oy o o 0 0 o0 o o o 0 0o 0 o o o 0o 0 0 o o x0 o o 0 y x+ y

37777777777775Determinant :�y(n+1) + x(n+1)�y + x



172 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES> Continuant(n,a,b,c);an (
oor(1=2n)Xk_=0 binomial(n� k_; k_) ck_ bk_ (�a2)(�k_))> Continuant(n,[[1..2,a[i]],[3..n-1,0],[n,k]],x ,y,print,check);Matrix :26666666666666666666664
a1 x 0 0 o o 0 0 0y a2 x 0 0 0 0 0 00 y 0 x 0 0 0 0 00 0 y o o 0 0 0 o0 0 0 o o o 0 0 oo 0 0 0 o o o 0 0o 0 0 0 0 o o x 00 0 0 0 0 0 y 0 x0 0 o o 0 0 0 y k

37777777777777777777775Determinant :formula valid for : ; 4 � n[[ (a1 a2 � x y) k (�1)(1=2n�3=2) (x y)(1=2n�1=2)x y + x y a1 (�1)(1=2n�5=2) (x y)(1=2n�3=2); n� 3 = 2m];[�(a1 a2 � x y) (�1)(1=2n�2) (x y)(1=2n�1) � a1 k (�1)(1=2n�2) (x y)(1=2n�1); otherwise ]]> Continuant(n,a[i],b[i],c[i]);RECURRENCE(fC(n) = an C(n� 1)� bn�1 cn�1 C(n� 2); C(0) = 1; C(�1) = 0g)See Also: HESSENBERGandCONTINUANT[ContinuantMatrix]Function: HESSENBERGandCONTINUANT[HessenbergMatrix] - speci�ed Hes-senberg matrixCalling Sequence:HessenbergMatrix(n, diagSpecL)Parameters:n - order of Hessenberg determinant (symbolic or integer value)diagSpecL - speci�cation of the diagonals -1(lower diagonal), 0 (main diagonal), 1, ..., n-1. inthe form[ [ pos1, specL1] , [pos2, specL2] , ... , [pos_k, specL_k] ] with -1 <= pos_l <=n-1For integer n: specL=[ [ 1..p1,f1],[p1+1..p2,f2], ... , [p_k +1..pos, f_k ] ]short cut for [[1..pos,f]] is simply f and short cut for [...,[p..p,f],...] is [...,[p,f],...]For symbolic n: specL may only be a function in i.



B.3. THE HESSENBERGANDCONTINUANT PACKAGE 173Description:� The function HessenbergMatrix returns the speci�ed Hessenberg matrix. If the order is symbolic thendots "o" are used to abbreviate the symbolic form; thus the returned matrix in this case should beused for illustrative purposes only, since Maple treats the "o"'s as usual matrix entries.� This function is part of the HESSENBERGandCONTINUANT package and so can be used in theform HessenbergMatrix(..) only after setting the libname appropriately and performing the commandwith(HESSENBERGandCONTINUANT) or with(HESSENBERGandCONTINUANT,HessenbergMatrix).Examples:> with(HESSENBERGandCONTINUANT):> HessenbergMatrix(4,[[-1,b], [0,[[1..2,1],[3..4,5]]],[2,a[i]] ]);26666664 1 0 a1 0b 1 0 a20 b 5 00 0 b 5
37777775> HessenbergMatrix(n,[[-1,b],[0,a[i]],[n-1,z]]) ;26666666666666664

a1 0 0 o o 0 zb a2 0 0 0 0 00 b o 0 0 0 o0 0 o o 0 0 oo 0 0 o o 0 0o 0 0 0 b an�1 00 o o 0 0 b an
37777777777777775See Also: HESSENBERGandCONTINUANT[HessenbergDet]Function: HESSENBERGandCONTINUANTS[HessenbergDet] - determinantformula of speci�ed Hessenberg matrixCalling Sequence:HessenbergDet(n, diagSpecL)HessenbergDet(n, diagSpecL, print)HessenbergDet(n, diagSpecL, check)HessenbergDet(n, diagSpecL, print, check)



174 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESParameters:n - order of Hessenberg determinant (symbolic or integer value)diagSpecL - speci�cation of the diagonals -1(lower diagonal), 0 (main diagonal), 1, ..., n-1. inthe form[ [ pos1, specL1] , [pos2, specL2] , ... , [pos_k, specL_k] ] with -1 <= pos_l <=n-1For integer n: specL=[ [ 1..p1,f1],[p1+1..p2,f2], ... , [p_k +1..pos, f_k ] ]short cut for [[1..pos,f]] is simply f and short cut for [...,[p..p,f],...] is [...,[p,f],...]For symbolic n: specL may only be a function in i.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function HessenbergDet returns the determinant formula of the speci�ed Hessenberg matrix. Ifno explicit formula can be given, a recurrence relation is returned. In some cases, it is possible to solvethat recurrence using Maple's rsolve function.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed continuant matrix before returning the determinantformula.� This function is part of the HESSENBERGandCONTINUANT package and so can be used in theform HessenbergDet(..) only after setting the libname appropriately and performing the commandwith(HESSENBERGandCONTINUANT) or with(HESSENBERGandCONTINUANT,HessenbergDet).Examples:> with(HESSENBERGandCONTINUANT):> HessenbergDet(n,[[-1,b],[0,a],[n-3,x],[n-2,y] ,[n-1,z]],print,check);Matrix :26666666666666666666664
a 0 0 o o 0 x y zb a 0 0 0 0 0 x y0 b a 0 0 0 0 0 x0 0 b o 0 0 0 0 0o 0 0 o o 0 0 0 oo 0 0 0 o o 0 0 o0 0 0 0 0 b a 0 00 0 0 0 0 0 b a 00 0 0 o o 0 0 b a

37777777777777777777775Determinant :



B.3. THE HESSENBERGANDCONTINUANT PACKAGE 175formula valid for : ; 5 � na(n+1)a + 3 (�1)(n�3) x a2 b(n�2)b + 2 (�1)(n�2) y a b(n�1)b + (�1)(n�1) z bnb> HessenbergDet(n,[[-1,b],[2,a],[n-3,x],[n-2,y] ,[n-1,z]],print,check);Matrix :26666666666666666666666666664

0 0 a 0 0 o o 0 x y zb 0 0 a 0 0 0 0 0 x y0 b 0 0 a 0 0 0 0 0 x0 0 b 0 0 o 0 0 0 0 00 0 0 o 0 0 o 0 0 0 o0 0 0 0 o 0 0 o 0 0 oo 0 0 0 0 o 0 0 a 0 0o 0 0 0 0 0 o 0 0 a 00 0 0 0 0 0 0 b 0 0 a0 0 0 0 0 0 0 0 b 0 00 0 0 o o 0 0 0 0 b 0

37777777777777777777777777775Determinant :formula valid for : ; 6 � n[[(a b2)(1=3n) � z bn (�1)nb ; n = 3 k]; [�z bn (�1)nb ; otherwise ]]> HessenbergDet(n,[[-1,b],[0,a],[1,c],[2,d]],pr int,check);Matrix :26666666666666666664
a c d 0 0 o o 0b a c d 0 0 0 o0 b o o o 0 0 o0 0 o o o o 0 00 0 0 o o o o 0o 0 0 0 o o o do 0 0 0 0 o o c0 o o 0 0 0 b a

37777777777777777775Determinant :formula valid for : ; 3 � nRECURRENCE(fHB(�2::� 1) = 0; HB(n) = aHB(n� 1)� c bHB(n� 2) + d b2HB(n� 3); HB(0) = 1g)



176 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES> HessenbergDet(5,[[-1,b],[0,[[1..2,a[i]],[3..5 ,i]]],[1,[[1,c],[2..4,-1]]],[2,d],[4,e]],print,check); Matrix :26666666664 a1 c d 0 eb a2 �1 d 00 b 3 �1 d0 0 b 4 �10 0 0 b 5
37777777775Determinant :60 a1 a2 + 8 a1 a2 b+ a1 a2 d b2 + 20 a1 b+ a1 b2 + 5 a1 d b2 � 60 c b� 8 c b2 � c d b3 + 20 d b2+ d b3 + e b4See Also: HESSENBERGandCONTINUANT[Continuant], HESSENBERGandCONTINU-ANT[HessenbergMatrix]



B.4. THE SYMMETRIC PACKAGE 177B.4 The SYMMETRIC packageThis is the tutorial to the SYMMETRIC package which is also available as on�line documentation.Help For: Introduction to the SYMMETRIC packageCalling Sequence:function(args)SYMMETRIC[function](args)Description:� To use a SYMMETRIC function, either de�ne that function alone using the command with(SYMMETRIC,function), or de�ne all SYMMETRIC functions using the command with(SYMMETRIC). Alterna-tively, invoke the function using the long form SYMMETRIC[function]. This long form notation isnecessary whenever there is a con�ict between a package function name and another function used inthe same session.� The functions available are: AxisymmetricDet, AxisymmetricMatrix, CentrosymmetricDet, Centrosym-metricMatrix, Circulant, CirculantMatrix, ToeplitzDet, ToeplitzMatrix� This package provides a number of functions specifying and computing the determinant of matricesthat obey a certain symmetry like axisymmetry (with respect to the main diagonal), centrosymmetry(with respect to the central element of the matrix) and persymmetry (with respect to the countermain diagonal). It is possible to derive determinant formulas for arbitrary orders for special cases ofsymmetric matrices with polynomial entries using these functions.� For more information on a particular function, see ?SYMMETRIC[function].See Also: ALTERNANT , FRAMEFORMS , HESSENBERGandCONTINUANTFunction: SYMMETRIC[AxisymmetricMatrix] - speci�ed axisymmetric matrixCalling Sequence:AxisymmetricMatrix(n, mainDiag, restDiags)AxisymmetricMatrix(n, mainDiag, restDiags, skew)Parameters:n - matrix order (symbolic or integer value)mainDiag - total function in i specifying the main diagonal, i.e. ai; i for 1 <= i <= nrestDiags - total function in i and j specifying the matrix elements ai; j = aj; i for 1 <= i < j <= nskew - (optional) directive for skewsymmetry, i.e. ai; j = �aj; i.



178 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESDescription:� The function AxisymmetricMatrix returns the speci�ed axisymmetric matrix. If the order is symbolicthen dots "o" are used to abbreviate the symbolic form; thus the returned matrix in this case shouldbe used for illustrative purposes only, since Maple treats the "o"'s as usual matrix entries.� This function is part of the SYMMETRIC package and so can be used in the form AxisymmetricMa-trix(..) only after setting the libname appropriately and performing the command with(SYMMETRIC)or with(SYMMETRIC,AxisymmetricMatrix).Examples:> with(SYMMETRIC):> AxisymmetricMatrix(n,a[i],b);26666666666666666664
a1 b b o o b b bb a2 b b o o b bb b a3 o o o o bo b o o o o o oo o o o o o b ob o o o o an�2 b bb b o o o b an�1 bb b b o o b b an

37777777777777777775> AxisymmetricMatrix(5,i+i-1,i+j-1);26666666664 1 2 3 4 52 3 4 5 63 4 5 6 74 5 6 7 85 6 7 8 9
37777777775> AxisymmetricMatrix(4,x[i],x[i]*x[j],skew);26666664 x1 x1 x2 x1 x3 x1 x4�x1 x2 x2 x2 x3 x2 x4�x1 x3 �x2 x3 x3 x3 x4�x1 x4 �x2 x4 �x3 x4 x4

37777775See Also: AxisymmetricDetFunction: SYMMETRIC[AxisymmetricDet] -determinant of speci�ed axisym-metric matrixCalling Sequence:AxisymmetricDet(n, mainDiag, restDiags)AxisymmetricDet(n, mainDiag, restDiags, skew)



B.4. THE SYMMETRIC PACKAGE 179AxisymmetricDet(n, mainDiag, restDiags, print)AxisymmetricDet(n, mainDiag, restDiags, check)AxisymmetricDet(n, mainDiag, restDiags, skew, print)AxisymmetricDet(n, mainDiag, restDiags, skew, check)AxisymmetricDet(n, mainDiag, restDiags, print, check)AxisymmetricDet(n, mainDiag, restDiags, skew, print, check)Parameters:n - matrix order (symbolic or integer value)mainDiag - total function in i specifying the main diagonal, i.e. ai; i for 1 <= i <= nrestDiags - total function in i and j specifying the matrix elements ai; j = aj; i for 1 <= i < j <= nskew - (optional) directive for skewsymmetry, i.e. ai; j = �aj; i.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function AxisymmetricDet returns a determinant formula for the speci�ed axisymmetric matrix.If the speci�cation is too general then the unevaluated function call is returned for symbolic orders.Insome cases, only a recurrence relation can be returned.� If the optional directive skew is given then the corresponding skewsymmetric determinant is computed.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed alternant matrix before returning the determinantformula.� This function is part of the SYMMETRIC package and so can be used in the form AxisymmetricDet(..)only after setting the libname appropriately and performing the command with(SYMMETRIC) orwith(SYMMETRIC,AxisymmetricDet).Examples:> with(SYMMETRIC):> AxisymmetricDet(n,a[i],b,print,check);Matrix :



180 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES26666666666666666664
a1 b b o o b b bb a2 b b o o b bb b a3 o o o o bo b o o o o o oo o o o o o b ob o o o o an�2 b bb b o o b b an�1 bb b b o o b b an

37777777777777777775Determinant :( nYl_=1 (al_ � b)) 0@1 +0@ nXk_=1 bak_ � b1A1A> AxisymmetricDet(n,x[i],x[i]*x[j],check);0@ nYl_=1 (xl_ � xl_2)1A 0@1 +0@ nXl_=1 xl_2xl_ � xl_21A1A> AxisymmetricDet(n,a[i],b[i],print,check);Matrix :26666666666666666664
a1 b1 b1 o o b1 b1 b1b1 a2 b2 b2 o o b2 b2b1 b2 a3 o o o o b3o b2 o o o o o oo o o o o o bn�3 ob1 o o o o an�2 bn�2 bn�2b1 b2 o o bn�3 bn�2 an�1 bn�1b1 b2 b3 o o bn�2 bn�1 an

37777777777777777775Determinant :RECURRENCE(fC(1) = a1; C(0) = 1; C(n) = (an�1 + 2 bn�1 + an) C(n� 1) + (an�1 � bn�1)2C(n� 2)g)> AxisymmetricDet(n,k,2*(i-j)+k,print,check);Matrix :



B.4. THE SYMMETRIC PACKAGE 18126666666666666666664
k �2 + k �4 + k o o 6� 2n+ k 4� 2n+ k 2� 2n+ k�2 + k k �2 + k �4 + k o o 6� 2n+ k 4� 2n+ k�4 + k �2 + k k o o o o 6� 2n+ ko �4 + k o o o o o oo o o o o o �2 + k o6� 2n+ k o o o o k �2 + k �2 + k4� 2n+ k 6� 2n+ k o o �2 + k �2 + k k �2 + k2� 2n+ k 4� 2n+ k 6� 2n+ k o o �2 + k �2 + k k

37777777777777777775Determinant :�2 (�1)(n�1) (�4)(n�2) (�2n+ 2 + 2 k)> AxisymmetricDet(n,a[i],b[i],skew,print,check) ;Matrix :26666666666666666664
a1 b1 b1 o o b1 b1 b1�b1 a2 b2 b2 o o b2 b2�b1 �b2 a3 o o o o b3o �b2 o o o o o oo o o o o o bn�3 o�b1 o o o o an�2 bn�2 bn�2�b1 �b2 o o �bn�3 �bn�2 an�1 bn�1�b1 �b2 �b3 o o �bn�2 �bn�1 an

37777777777777777775Determinant :RECURRENCE(fC(1) = a1; C(0) = 1; C(n) = (an + an�1) C(n� 1) + (an�12 � bn�12) C(n� 2)g)> AxisymmetricDet(n,0,x[i,j],skew,check);[[SYMMETRIC=Pfa�an(n; xi; j)2; n = 2m]; [0; otherwise ]]> AxisymmetricDet(4,1,x[i,j],skew,check);(x1; 2 x3; 4 � x1; 3 x2; 4 + x1; 4 x2; 3)2 + x3; 42 + x2; 42 + x2; 32 + x1; 42 + x1; 32 + x1; 22 + 1See Also: AxisymmetricMatrixFunction: SYMMETRIC[CentrosymmetricMatrix] - speci�ed centrosymmetricmatrixCalling Sequence:CentrosymmetricDet(n, f)



182 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESParameters:n - matrix order (positive integer)f - function in i specifying the matrix elements up to the central element (read rowwise).Description:� The function CentrosymmetricMatrix returns the speci�ed centrosymmetric matrix (a matrix that issymmetric with respect to its central element: the r th row reversed is the n-r+1 th row, i.e. the thematrix is the same when read backwards as when read forwards).� This function is part of the SYMMETRIC package and so can be used in the form CentrosymmetricMa-trix(..) only after setting the libname appropriately and performing the command with(SYMMETRIC)or with(SYMMETRIC,CentrosymmetricMatrix).Examples:> with(SYMMETRIC):> CentrosymmetricMatrix(4,a[i]);26666664 a1 a2 a3 a4a5 a6 a7 a8a8 a7 a6 a5a4 a3 a2 a1
37777775> CentrosymmetricMatrix(5,i+x);26666666664 1 + x 2 + x 3 + x 4 + x 5 + x6 + x 7 + x 8 + x 9 + x 10 + x11 + x 12 + x 13 + x 12 + x 11 + x10 + x 9 + x 8 + x 7 + x 6 + x5 + x 4 + x 3 + x 2 + x 1 + x

37777777775See Also: CentrosymmetricDetFunction: SYMMETRIC[CentrosymmetricDet] - determinant of speci�ed cen-trosymmetric matrixCalling Sequence:CentrosymmetricDet(n, f)CentrosymmetricDet(n, f, print)CentrosymmetricDet(n, f, check)CentrosymmetricDet(n, f, print, check)



B.4. THE SYMMETRIC PACKAGE 183Parameters:n - matrix order (positive integer).f - function in i specifying the matrix elements up to the central element (read rowwise).print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer).Description:� The function CentrosymmetricDet returns the determinant of the speci�ed centrosymmetric matrix (amatrix that is symmetric with respect to its central element: the r th row reversed is the n-r+1 th row,i.e. the the matrix is the same when read backwards as when read forwards). The computation makesuse of the special structure and is faster than applying the normal det function.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of the speci�ed matrix is computed using the standard det function and is compared withthe value of the output formula.� The directive print (optional) prints the speci�ed alternant matrix before returning the determinantformula.� This function is part of the SYMMETRIC package and so can be used in the form Centrosymmet-ricDet(..) only after setting the libname appropriately and performing the command with(SYMMETRIC)or with(SYMMETRIC,CentrosymmetricDet).Examples:> with(SYMMETRIC):> CentrosymmetricDet(4,a[i],print,check);Matrix :26666664 a1 a2 a3 a4a5 a6 a7 a8a8 a7 a6 a5a4 a3 a2 a1
37777775Determinant :(a5 a2 � a7 a4 + a5 a3 � a7 a1 + a8 a2 � a6 a4 + a8 a3 � a6 a1)(a5 a2 � a7 a4 � a5 a3 + a7 a1 � a8 a2 + a6 a4 + a8 a3 � a6 a1)> CentrosymmetricDet(5,i+x[i],print,check);Matrix :26666666664 1 + x1 2 + x2 3 + x3 4 + x4 5 + x56 + x6 7 + x7 8 + x8 9 + x9 10 + x1011 + x11 12 + x12 13 + x13 12 + x12 11 + x1110 + x10 9 + x9 8 + x8 7 + x7 6 + x65 + x5 4 + x4 3 + x3 2 + x2 1 + x1

37777777775



184 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESDeterminant :�((6 + x6) (2 + x2)� (5 + x5) (9 + x9)� (2 + x2) (10 + x10) + (5 + x5) (7 + x7)� (4 + x4) (6 + x6) + (1 + x1) (9 + x9) + (4 + x4) (10 + x10)� (7 + x7) (1 + x1))(�2x8 x5 x12� 2x3 x11 x7 + 2x4 x8 x11 + 2x8 x11 x2 + x13 x7 x1 + 2x3 x12 x6 � 2x3 x9 x11 � 2x8 x12 x1� x4 x13 x6 � 32x4 � 32x2 + 16x1 + 32x3 + 16x5 � 6x6 + 12x7 � 12x8 + 12x9 � 6x10� x13 x6 x2 + x13 x9 x1 � x13 x10 x2 + 2x3 x10 x12 + 13x7 x1 � 13x6 x2 � 16x12 x1 + 16x11 x2+ 6x12 x6 � 6x11 x7 + 16x13 x1 + 6x13 x7 � 16x13 x2 � 6x13 x6 � 24x8 x1 � 12x8 x12 + 22x8 x2+ 12x8 x11 + 24x3 x6 + 32x3 x12 � 22x3 x7 � 32x3 x11 + 13x9 x1 � 13x10 x2 � 22x3 x9+ 24x3 x10 � 6x9 x11 + 6x10 x12 + 6x13 x9 � 6x13 x10 � 13x4 x6 + 22x4 x8 � 13x4 x10+ 16x4 x11 � 16x4 x13 � x4 x13 x10 + x13 x5 x7 + x9 x13 x5 + 13x5 x7 � 24x8 x5 � 16x5 x12+ 16x13 x5 + 13x9 x5)See Also: CentrosymmetricMatrixFunction: SYMMETRIC[CirculantMatrix] - speci�ed Circulant matrixCalling Sequence:CirculantMatrix(n, specL)CirculantMatrix(n, specL, leftshift)Parameters:n - matrix order (symbolic or integer value)specL - list specifying the �rst row of the circulant of the form: [ [ interval1, f1 ], [interval2,f2] , ...]where intervals are of the form p1..p2 (with p1<=p2) and must be a partition of[1..n][ p1..p2, f] means that element i (p1<= i <= p2) is generated by f(i).Short Cuts: f instead of [[1..n, f]] and [pos, f] instead of [pos..pos, f] .The other rows of the circulant matrix are obtained by "right shifting".leftshift - (optional) directive to use "left shifting" instead of right shifting to get the otherrows.Description:� The function CirculantMatrix returns the matrix of the speci�ed Circulant (a circulant matrix is amatrix such that any row is got from the preceeding row by passing the last element over the others tothe �rst place). If the order is symbolic then dots "o" are used to abbreviate the symbolic form; thusthe returned matrix in this case should be used for illustrative purposes only, since Maple treats the"o"'s as usual matrix entries.� This function is part of the SYMMETRIC package and so can be used in the form CirculantMatrix(..)only after setting the libname appropriately and performing the command with(SYMMETRIC) orwith(SYMMETRIC,CirculantMatrix).Examples:> with(SYMMETRIC):> CirculantMatrix(n,a[i]);



B.4. THE SYMMETRIC PACKAGE 18526666666664 a1 a2 o o anan a1 a2 o oo an a1 a2 oo o an a1 a2a2 o o an a1
37777777775> CirculantMatrix(n,a[i],leftshift);26666666664 a1 a2 o o ana2 o o an a1o o an a1 a2o an a1 a2 oan a1 a2 o o
37777777775> CirculantMatrix(n,[[1..3,a],[4..n,b]]);26666666666666666664

a a a b b o o bb a a a b b o ob b a a a b b oo b b a a a b bo o b b a a a bb o o b b a a aa b o o b b a aa a b o o b b a
37777777777777777775> CirculantMatrix(5,[[1..2,a+i],[3,x^2],[4..5,p [i]]]);26666666664 a+ 1 a+ 2 x2 p4 p5p5 a+ 1 a+ 2 x2 p4p4 p5 a+ 1 a+ 2 x2x2 p4 p5 a+ 1 a+ 2a+ 2 x2 p4 p5 a+ 1

37777777775See Also: CirculantFunction: SYMMETRIC[Circulant] - determinant of speci�ed circulantCalling Sequence:CirculantMatrix(n, specL)CirculantMatrix(n, specL, leftshift)CirculantMatrix(n, specL, print)CirculantMatrix(n, specL, check)CirculantMatrix(n, specL, leftshift, print)



186 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESCirculantMatrix(n, specL, leftshift, check)CirculantMatrix(n, specL, print, check)CirculantMatrix(n, specL, leftshift, print, check)Parameters:n - matrix order (symbolic or integer value)specL - list specifying the �rst row of the circulant of the form: [ [ interval1, f1 ], [interval2,f2] , ...]where intervals are of the form p1..p2 (with p1<=p2) and must be a partition of[1..n][ p1..p2, f] means that element i (p1<= i <= p2) is generated by f(i).Short Cuts: f instead of [[1..n, f]] and [pos, f] instead of [pos..pos, f] .The other rows of the circulant matrix are obtained by "right shifting".leftshift - (optional) directive to use "left shifting" instead of right shifting to get the otherrows.print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function Circulant returns a determinant formula for the speci�ed circulant (a circulant matrix isa matrix such that any row is got from the preceeding row by passing the last element over the othersto the �rst place). For some special cases of circulants, it is possible to derive nice formulas whereasfor most cases we have to settle with a general formula involving roots of unity.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed alternant matrix before returning the determinantformula.� This function is part of the SYMMETRIC package and so can be used in the form Circulant(..)only after setting the libname appropriately and performing the command with(SYMMETRIC) orwith(SYMMETRIC,Circulant).Examples:> with(SYMMETRIC):> Circulant(n,a[i],print,check); Matrix :26666666664 a1 a2 o o anan a1 a2 o oo an a1 a2 oo o an a1 a2a2 o o an a1
37777777775



B.4. THE SYMMETRIC PACKAGE 187Determinant :nYk_=1 0@ nXl_=1 (cos(2 � (l_� 1) k_n ) + I sin(2 � (l_� 1) k_n )) al_1A> Circulant(n,a[i],leftshift,print,check);Matrix :26666666664 a1 a2 o o ana2 o o an a1o o an a1 a2o an a1 a2 oan a1 a2 o o
37777777775Determinant :(�1)(1=2 (n�1) (n�2)) 0@ nYk_=1 0@ nXl_=1 (cos(2 � (l_� 1) k_n ) + I sin(2 � (l_� 1) k_n )) al_1A1A> Circulant(n,[[1..3,a],[4..n,b]],print,check);Matrix :26666666666666666664

a a a b b o o bb a a a b b o ob b a a a b b oo b b a a a b bo o b b a a a bb o o b b a a aa b o o b b a aa a b o o b b a
37777777777777777775Determinant :formula valid for : ; 4 � n[[(3 a+ (n� 3) b) (a� b)(n�1); GCD(3; n� 3) = 1]; [0; otherwise ]]> Circulant(n,k*x^(2*i+1),print,check);Matrix :26666666664 k x3 k x5 o o k x(2n+1)k x(2n+1) k x3 k x5 o oo k x(2n+1) k x3 k x5 oo o k x(2n+1) k x3 k x5k x5 o o k x(2n+1) k x3

37777777775Determinant :



188 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGES(k x3)n (1� (x2)n)(n�1)> Circulant(4,[[1..2,a[i]],[3..4,b[i]]],print,c heck);Matrix :26666664 a1 a2 b3 b4b4 a1 a2 b3b3 b4 a1 a2a2 b3 b4 a1
37777775Determinant :(a1 + a2 + b3 + b4) (a1 � a2 + b3 � b4) (a12 � 2 b3 a1 + a22 � 2 a2 b4 + b32 + b42)See Also: CirculantMatrixFunction: SYMMETRIC[ToeplitzMatrix] -speci�ed Toeplitz matrixCalling Sequence: ToeplitzMatrix(n, specL)Parameters:n - matrix order (symbolic or integer value)specL - list of constant diagonals in the form: [ [ interval1, f1 ], [interval2, f2] , ...] whereintervals are of the form p1..p2 (with p1<=p2) and must be a partition of [-n+1..n-1][ p1..p2, f] means that the diagonal i (p1<= i <= p2) is generated by the constantfunction f(i).(0=maindiagonal, 1= 1st upper sidediagonal, -1=1st lower side diagonal. etc.)Short cuts: f instead of [[1..n, f]] and [pos, f] instead of [pos..pos, f] .Description:� The function ToeplitzMatrix returns the speci�ed Toeplitz matrix (a matrix with constant diagonals).If the order is symbolic then dots "o" are used to abbreviate the symbolic form; thus the returnedmatrix in this case should be used for illustrative purposes only, since Maple treats the "o"'s as usualmatrix entries.� This function is part of the SYMMETRIC package and so can be used in the form ToeplitzMatrix(..)only after setting the libname appropriately and performing the command with(SYMMETRIC) orwith(SYMMETRIC,ToeplitzMatrix).Examples:> with(SYMMETRIC):> ToeplitzMatrix(n,[[-n+1..-1,a],[0..1,b],[2..n -1,c]]);



B.4. THE SYMMETRIC PACKAGE 18926666666666666664
b b c c o o ca b b c c o oa a b b c c oo a a b b c co o a a b b ca o o a a b ba a o o a a b

37777777777777775> ToeplitzMatrix(5,[[-4..-2,x[i]+1],[-1,f],[0.. 1,1],[2,0],[3..4,i]]);26666666664 1 1 0 3 4f 1 1 0 3x�2 + 1 f 1 1 0x�3 + 1 x�2 + 1 f 1 1x�4 + 1 x�3 + 1 x�2 + 1 f 1
37777777775> ToeplitzMatrix(n,[[-n+1..-1,x],[0..3,y],[4..n -3,z],[n-2..n-1,a[i]]]);26666666666666666666666666664

y y y y z z o o z an�1 anx y y y y z z o o z an�1x x y y y y z z o o zx x x y y y y z z o ox x x x y y y y z z oo x x x x y y y y z zo o x x x x y y y y zx o o x x x x y y y yx x o o x x x x y y yx x x o o x x x x y yx x x x o o x x x x y

37777777777777777777777777775See Also: ToeplitzDetFunction: SYMMETRIC[ToeplitzDet] - determinant of speci�ed Toeplitz matrixCalling Sequence:ToeplitzDet(n, specL)ToeplitzDet(n, specL, print)ToeplitzDet(n, specL, check)ToeplitzDet(n, specL, print, check)



190 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESParameters:n - matrix order (symbolic or integer value)specL - list of constant diagonals in the form: [ [ interval1, f1 ], [interval2, f2] , ...] whereintervals are of the form p1..p2 (with p1<=p2) and must be a partition of [-n+1..n-1][ p1..p2, f] means that the diagonal i (p1<= i <= p2) is generated by the constantfunction f(i).(0=maindiagonal, 1= 1st upper sidediagonal, -1=1st lower side diagonal. etc.)Short cuts: f instead of [[1..n, f]] and [pos, f] instead of [pos..pos, f] .print - optional display directivecheck - optional checking directivecheck[k] - optional checking directive (k positive integer)Description:� The function ToeplitzDet returns a determinant formula for the speci�ed Toeplitz matrix (a matrixwith constant diagonals). For symbolic orders this is only possible for some special cases, otherwisethe unevaluated function call is returned.� The optional directive check or check[k] , k positive integer, enables the checking mechanism: Thedeterminant of a integer order matrix is computed using the standard det function and is comparedwith the value of the output formula for the same order. Default for the check order is 4 and can beset to an arbitrarily large value using check[k]. If the output formula is only valid for higher orders, thecheck order is automatically adapted. If the order n is an integer, the check value is set to n.� The directive print (optional) prints the speci�ed alternant matrix before returning the determinantformula.� This function is part of the SYMMETRIC package and so can be used in the form ToeplitzDet(..)only after setting the libname appropriately and performing the command with(SYMMETRIC) orwith(SYMMETRIC,ToeplitzDet).Examples:> with(SYMMETRIC):> ToeplitzDet(n,[[-n+1..-3,a],[-2..3,b],[4..n-1 ,a]],print,check);Matrix :26666666666666666666664
b b b b a a o o ab b b b b a a o ob b b b b b a a oa b b b b b b a aa a b b b b b b ao a a b b b b b bo o a a b b b b ba o o a a b b b ba a o o a a b b b

37777777777777777777775Determinant :



B.4. THE SYMMETRIC PACKAGE 191formula valid for : ; 8 � n[[(b� a)(n�1) (b+ k_ a); n = 6 k_+ 1]; [(b� a)(n�1) (b+ (k_� 1) a); n = 6 k_]; [0; otherwise ]]> ToeplitzDet(n,[[-n+1..-1,c],[0,a],[1..n-3,b], [n-2..n-1,z[i]]],print,check);Matrix :26666666666666666664
a b b o o b z�2+n zn�1c a b b o o b z�2+nc c a b b o o bc c c a b b o oo c c c a b b oo o c c c a b bc o o c c c a bc c o o c c c a

37777777777777777775Determinant :formula valid for : ; 5 � na( (a� b)na� b + 2 (�1)(�3+n) (�z�2+n + b) (a� b) (c� a)(�2+n)c� a+ (�1)(�2+n) (�zn�1 + z�2+n) (c� a)(n�1)c� a )� b (c� a) ( (a� b)(n�1)a� b + (�1)(�3+n) (�z�2+n + b) (c� a)(�2+n)c� a )+ b (a� b)(n�1) (�c+ aa� b )(�2+n) (a� b)�c+ b � b (a� b)(n�1) (�c+ a)2(a� b) (�c+ b)+ (�1)(�2+n) (c� a)(�2+n) z�2+n (a� b) + (�1)(n�1) (c� a)(n�1) zn�1> ToeplitzDet(n,[[-n+1..-1,b],[0..1,a[i]],[2..n -2,b],[n-1,z]],print,check);Matrix :26666666666666666664
a0 a1 b b o o b zb a0 a1 b b o o bb b a0 a1 b b o ob b b a0 a1 b b oo b b b a0 a1 b bo o b b b a0 a1 bb o o b b b a0 a1b b o o b b b a0

37777777777777777775Determinant :formula valid for : ; 5 � n



192 APPENDIX B. TUTORIAL FOR THE IMPLEMENTED MAPLE PACKAGESn >= 2a0 (a0 � b)(1+n)(a0 � b)2 � b (a0 � b)n (a1 � a0)(a0 � b)2 � (�1)n b(2 b (b� a0)n n� 2 b (b� a0)n + (a1 � b)n b� a0 (b� a0)n n+ (b� a0)n a1 � (a1 � b)n a0 + a0 (b� a0)n � (b� a0)n na1).(�a1 + 2 b� a0)2� (a0 � b)n b (4 b (b� a0)3 + (a1 � b)3 b� 2 a0 (b� a0)3 � 2 (b� a0)3 a1 � (a1 � b)3 a0)(�a1 + 2 b� a0)2 (a0 � b)3 � (�1)(1+n)b(b2 (b� a0)(�2+n) + b (b� a0)(�2+n) a0 � 2 b (b� a0)(�2+n) z � b (b� a0)(�2+n) a1� (b� a0)(�2+n) a02 + (b� a0)(�2+n) z a1 + (a1 � b)n + (b� a0)(�2+n) z a0).(�a1 + 2 b� a0)See Also: ToeplitzMatrix
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